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NERVAPROGRAM NUMBER: RlOI-_3e-501 REVISION B

RELIABILITYPROCEDURE EFFECTIVE DATE:
1 June 1972 CATEGORY III

SUPERSEDES: Reliability Review of Test Plans

RELIABILITYREVIEW OF TEST PLANS NUMBER: RI01-NRP-501
DATE: I June 1971

APPROVED BY:

ABSTRACT

t

This procedure establishes guidelines for Reliability review of test plans and/or specifications

for materials, major components, subsystems, and systems during development, prequaltfic_tion,

quallfication,and flighttestingof the _RVA engine. The procedureestablishesa uniformreview

process for all test plans/specifications to assure that: (!) critical failure modes and failure

mechanisms,identifiedby componentand systemfailuremode analysis,are properly investigatedby

appropriatetesting, (2) statisticalexperimentaldesigntechniquesare employedwhere appropriate,

(3) te#t data generatedis sufficient to satisfydesign,rellability,and trend evaluationobjectives, T

(4) an integratedtest plan concept is followed,am (5) reliabilityconsiderationsare an integral [

part of testingand qualificationphases as set forth by the RellabilityProgramPlan, R-IOI, for the

NERVAProgram. i

i
f
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NERVAPROGRAMRELIABILITYPROCEDURE
NO: R] Ol-h_P-501

i , • ii

1.0 APPLICABLE DOCUHENTS

1.1 Data Item C002-CP090290, Detail Specification for Engine, NERVA, 75K, Full FIow

1.2 Data Item R-101, Reliability Program Plan

1.3 Data Item R-106, Reliability and Flight Safety Test and Evaluation Plan (when approved

plan is available).

1.4 Data Item R-202, Reliability AJlocattons, Assessments, and Analysts Eeport

1.5 Data Item T-101, System Test Plan

1.6 Data Item T-IO2, Test Plans/Procedures (when approved plan is available)

2.0 POLICY AND RESPONSIBILITY

2.1 POLICY

2.1.1 Test plan review shall be conducted by Reliability to determine and assure the

Incluslon and adequacy of provisions In test plans to satisfy test objectives, Rellability Program Plan

(Data Item R-101) requirements, and Reliablllty and Flight Safety Evaluation (Data Item R-106) require-

ments.

Rellabt1Ity reviews and participation shall assure that statistical design of

experiment techniques are used throughout all test planning as appropriate. This review and participation

wlll be performed during the development of test plans to avoid "after the fact" reviews.

2.1.2 An integrated test plan concept shall be followed wherever appropriate. Under

this concept, the test objectives of any specific test plan shall be In concurrence with the overall test

program objectives.

2.1.3 The final draft of _est plans/speclflcatlons shall be approved by Reliability

prior to Implementation.

2.2 APPLICABILITY

This procedure applles ;o the Reliability review of all Development, Prequallflcation,

and Qualification test plans/speciflcations prepared for each of the components and assemblies identified

as Contract Prime (CP), Engineering Critical (EC), or Design Sheet (DS) in the NERVA Engine Specification

Tree and their associated materials test plans. Informal review wlll also be made of all Exploratlng

Development test plans.

2.3 RESPONSIBILITIES

As specified in M-001, the NER_A Hatmgement Plan, Rellability wlll participate In the

revlew/approval cycle of test plans/speclflcatlons identified by thls procedure. The ANSC NERVA

Rellability Manager wlll approve all test plans for tests identified h the nonnuclear subsystem.

The WANL NERVA Reliability Manager wlll approve those identified with .e nuclear subsystem.
i | J i inn i i
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NERVAPROGRAMRELIABILITYPROCEDURE
NO: RIO1-NRP-501

im

3.0 PROCEDURE

3.1 ACQUISITION

As specified in M-001, the NERVA Management Plan. each test plan document (prepared In

accordance wlth program directives) shall be forwarded to Reliability by the activity initiating the

plan. Thls may be a draft copy distributed to all activities for review and comment, The review copy

• should normally be forwarded three days before co_.ents are due. In addition to this formal review and

approval, Reliability shall be notified early in the formation phase of each test plan _o that

reco_uendatlons can be easily incorporated.

3.2 TEST PLAN REVIEW

Rellablllty shall review test plans for the following:

Adequacy of Test pb_ectives
3.2.1

In general, the test objectives should specify in terms of primary and secondary

purposes what must be learned from the testing, which questions must be answered, and what effects on 7

parameters must be estimated. The test plan should also be identified as to type, e.g., preliminary,

exploratory, developmental, final demonstration, reliability assessment, etc. It should also be

clear how the specific test plan relates to the overall test program.

3.2.2 Adequacy to Evaluate Failure Modes and Design Weaknesses

Are specific fallure modes/mechanlsms as identified by the modes of failure analysis

properly considered In the test plan? Are the critical failure modes and/or associated margins

of safety properly investigated?

3.2.3 Suitability of Test Conditions

Do the levels of the imposed test environments agree wlth the environmental levels

anticipated during engine usage as specified in paragraph I.I? Are combined environments imposed during

testing, if feaslble? Do the imposed test envlronmentsmatch all usage environments as specified In

paragraph 1,1?

3.2.4 Adequacy of Proposed Test Times/Cycles :.

Do the proposed test times/cycles reflect the anticipated usage test times/cycles

as specified in paragraph 1.1? Has proper consideration been given for testing to failure?

3.2.5 Adequacy of Test Response Variables

Is provision made for monitoring the proper test response variables? Table 1

presents, as a guide, a list of typical failures experienced as a result of application of specified

"_ "1 environments. Is provision made for evaluating the typical induced failures presented in Table 1?
I_ i I _ i
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" NERVAPROGRAMRELIABILITYPROCEDURE
NO: RIO1-NP,P-501

iln i| | i i i i • ,.. ..

_ 3.2.6 Proper Definition of Fallure and/or Success Criteria
#

• Are the mlnlmum/maxlmum parameter llmlts, as defined by component/engine

specificatlons_ dellneated In the test plan?

3.2.7 Proper Use of Statlstlcal Experimental Desl_ Techniques

i

Has the test program been statistically designed? Ate there provisions for

estimating experimental error? Has randomization been considered in the selectlon of test items and

-_ in the implementation of the testing sequence? Can possible interactions be evaluated?
i

3.2.8 Susceptlbllity to Statistical Analysis of Resultant Test Data

Is the resultant test data conducive to analysis by analysis of variance

techniques? WIll the trend data requirements be satisfied?

3.2.9 Physical Limitation i

Does the proposed testing procedure allow tests to be conducted as specified,

considering limitations which could be imposed by the test equlpment/facilitles, test operators, and

test scheduling?

_ 3o2.10 Adequacy of Data Collectlon, Logging and Re_ortingi "t : ,

Are the data collectlon, logglng and reporting requirements adequate and completely

defined? Is there provision for recording unusual or unforeseen occurrences?

3.2,11 Precision and Accuracy Requirements vs Capability

Are the required accuracy and precision of the test equlpmei_t specified? Does

the test equipment employ instrumentation, sensors, and recording devices with accuracy and precision

llmlts within the expected variation of the test variables specified?

3.2.12 Reliablllty Data Requirements

WIll the test program produce the data required for reliability predictions/

assessments as specified in Data Item R-106 and required for Data Item R-2027

3.2,13 Adequsc_ of Test Plan

WIll the test plan, as presented, satisfy the test objectives? Are a sufficient

number of tests planned to provide the required precision on estimates or planned comparisons? Section

3.3 discusses methods for verifying the number o£ tests.
i

,t
'] , - I |J|

PAGE 5 OF 15

1976068941-007



P

NERVA PROGRAMRELIABILITY PROCEDURE NO:RIO1-N-SO1
i • i ,i i i J, i

: 3.2.14 IntegratedTest Plan Concept
3

Does the proposed test plan consider the relatlonof the test being conducted

4 with other interactingcomponentand systemtests being considered? Is the test plan objective in

concurrencewith the overalltest programobjectives? Does the test plan define the criteriaof failure

of this test? For preliminaryor exploratorytype testing_an integratedtest plan conceptmay not he

appropriate;however, for development,prequaliflcatlon,qualification,flightassurance and flight i

rating testing,the concept shall be followed.

, 3.3 VERIFICATIONOF SAMPL_SIZE

This sectionpresents techniquesby which Rellabilltywill judge the adequacy of a test y
plan with respectto samplesize. Such an assessmentrequirescomparisonof the plan againstspecified

: criteriadependentupon the specific objectivesof the test program. Four basic types of objectives ;

are covered. It is recognizedthat not all test objectiveswlll flt in these categorlesand sllght

_ modificationsin the techniquesmay be required In some cases.

3.3,1 Required Information

In general it is necessary _o know the expected variation in the test data

and the degreeof differenceit Is importaotfor _he experimenterto detect. The specific information

requlre@for each of four types of test objectivesis specifiedbelow. Standardassumptionsare

suppliedfor those cases In which the test plannerIs unable to provide the necessarydata.

3o3.1.1 Tests for DifferencesBetweenMeans

What size of difference (_x-Vy)is it important to detect? What is
the expectedexperimentalerror, a (standarddeviationfrom identicaltests)? Informationmay be

/ supplied in the form (px-Py)/O. If no loglcalbasis is yet avallableto provide thls informationa

maximumvalue of (_x-_y)_= 2.0 wlll be used,

3.3.1.2 Tests to DetermineIf a CorrelatlonExists

What slze change in y (dependentvariable) is it importantto detect

for a specifiedchange In x (independentvarlable)? What is the expectedstandard deviation,o, for y

at a fixed x. Informationmay be suppliedIn the form dyla versus _x. If informationIs not available

a maximumvalue of Ay/_ = 2.0 wlll be assumedwlth &x = Xmax - Xmln_ the differencebetweenthe maximum
and minimum levelsof x used in the test plan.

t
i i i ii i i • •
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IERVA PROGRAMRELIABILITY PROCEDURE NO:R101-NRP-50,
, ira= ii

_. •

3.3.1.3 Tests to Estimate a Mean

How close is it Important for the estimated mean to be to the true

mean and what is the expected variation, o? Thls tnfornmtion may be given in the form I P-g I /o where

is the estimated mean and g is the unknown true mean. If no logical basis is yet available to provide

thls infor_atlon a maximum value of I;-_ I Io = 1.5 wlll be used.

3.3.1.4 Tests to Estimate a Regression Line When It is Known a Correlation Exist_

• How close is it important for the estimated mean (line) to be to the

true mean (llne) for what specific value or between what limits on x, the independent variable? _at is

the expected standard deviation, o, for y at a fixed x. The information may be given in the form

l_(x)-_(x) [/o for any x or range of x's. If necessary a maximum value of l_(x)-_(x)I/o = 1.5 will be

assumed at the extreme levels of x used in the experiment.

_.3.2 Evaluation Procedures

The following procedures are based on the probabilities of Type 1 and Type II

errors being controlled to a _ .05 (one sided) and 6 _ .I0 respectively. (In a statistical test of

hypothesis a Type I error is connnitted if the hypothesis is rejected when in fact it is true, and

a Type II error is committed If the hypothesis is accepted when in fact it is false). In each case,

f denotes the degrees of freedom associated with the appropriate error term and ni the number of

: tests planned under the ith condition, For t_, : plans of a complex nature a statistician should be

consulted to ensure proper determination of the degrees of freedom.

3.3.2,1 Tests for Dlfferences Between Means

• Step 1. Determine f
l

Step 2. Determine nI and n2, the two smallest sample sizes

Step 3. Obtain 6 from Table 2.

Step 4, Calculate C = 6_ l+n2 = 6_ for nI = n2 = n

Step 5. If C • (_x-_y)lO reject plan

< (px-_y)/O accept plan

PAGE 7 OF 1.5 j,
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NERVAPROGRAMRELIABILITYPROCEDURE NO:RIOI- P-SO,
I I IB

3.3.2.2 Tests to Determine If a Correlation Exists
/

, Step 1. Determine f

Step 2. Calculate S - Z nt (xt-x) 2; xx

Step 3. Obtain _ from Table 2.

Step 4. Calculate C " 6AX/_/_Sx_

Step 5. If C > Ay/o reject plan

) : ' _ &y/o accept plan ,

3.3.2.3 Tests to Estimate a Mean .

Step 1. Determine n and f

Step 2. Obtain t.05, f (one-sided) from standard t tables

Step 3. Obtain X2 from standard chl-squar( t_bles (10Z upper tail)
.lO,f

Step 4. Calculate

' C = t2 (--
.O5of

2

:, Step 5. If C < X.lo,f reject plan

2
> X accept plan

: .lO,f

: - 3.3,2.4 Tests to Estimate a Regression Line When it As Known a Correlation Exists

Step i. Determine f

Step 2. Calculate x ffiZnlxl/Zn I

., Step 3. Select x° such that IXo-X I is maximum for the required x range

- ZnI (xl-x)2"'" Step 4. Calculate Sxx =

Step 5. Calculate effective n = 1/[ 1 + (x° , _)2
• Sxx

Step 6. Obtain t.05, f (one-sided) from standard t tables

Step 7. Obtain X2 from standard chl-square tables (i0_"upper tail)
.lO,f

Step 8. Calculate C = nf (._(x)- u(x) )2
t2 o

.05,f
2

Step 9. If C < X .lO,f reject plan

> X2
- .lO,f accept plan

3.3.3 Example Evaluat ion_

PAGE 8 OF 15
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NERVA PROGRAMRELIABILITY PROCEDURE NO:RZOZ-N_P-S01 :
i i

3.3.3.1 Tests for Difference Between Means

Plan A 4 tests on each of 5 conditions L

£ = 5(/'-1) = 15 n1 = n 2 = n = 4 ,"

From Table 2, 6 = 3. 069

c. 3o6,V= = 2.17 > 2.0 reject plan 2

Plan B 5 tests on each of 3 conditions

f = 3(5-1) = 12 n 1 = n2 = n = 5

: From Table 2, 6 = 3.109 _:

C = 6%j_2-- = 3.109"_/_c2- = 1.97 < 2.0 accept plan _
"II .3

3.3.3.2 Tests to Determine if a Correlation Exists : /

Plan A <

Stress_ x No. Tests

20 4 _"

18 4 _
16 4

f = 12-2 = 10 _

Sxx - 4 ((20-18) 2 + (18-18) 2 + (16-18) 2 = 32 _.,

..°
:_ ' Assume A_ = 20-16 = 4

• From Table 2 "6 = 3.149 f _ '_

C = 6 /$x____= (3.],,9) (4) = 2.23 > 2.0 reject plan

Plan B

i]

Stress No. Tests

20 4 ,t

19 4

18 4

17 4

16 4

f = 20-2 = 18 ,_

, s=-4_20-18)2+(19-18)2+ (lS-18)2+(17-18)2+ (16-18)2) f

- 40
i i

PAGE 9 OF 15
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NERVAPROGRAMRELIABILITYPROCEDURE N0=R101-NRP-501
n m

±iv • =n

Assume Ax ,, 20-16 = 4

From Table 2 8 = 3.044

Ax 3.044 x 4
C - 8--= 1.93 < 2.0 accept plan

3.3.3.3 Tests te Estimate a Hean

Plan A

4 tests to be conducted to determine mean. Wants

estimate to be within 15% of true mean. Experience

indicates o _ 10% of mean

n = 4 f = n-1 = 3

From t- tables t 05, 3 = 2.353

= )2nf _ )2 (4) (3) (
C = t2 ( _ (2.353)2

.05,3

2
= 4.87 < 6.25 = X reject plan

,10, 3

A re-evaluatlon with n = 5 provides an acceptable plan,

3.3.3.4 Tests to Estimate a Regression Line

Plan A

Stres.s_X No. of Tests

20 8

18 8

16 8

Desires estimate of mean for all stresses from 16 to 20 to be

within 5%. Expected variation for a fixed stress Is 10%.

f - 3(8)-2 = 22 x = 18 x = 16 or 20
O

SXX " 8 ((20-18) 2 + (18-18) 2 + (16-1a)2_ = 64

(Xo-_)_ ] 1 (16-18)______21 _ = 1/[_+ 64 ] _ 9.6
n - 1/[_i+ Sxx

L

i ii n mL '-
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NERVAPROGRAMRELIABILITYPROCEDURE NO:RIOI-P-SO1

t.os,f = 1.717 ':"+"'X'o-_(x)l..0__%s.10" .s

C = nf (u(x)- _(x) )2= (9.6) (22) (.5)2o
t.05, f (1.717) 2

2
= 17.9 < 30.8 = X.10,22 reject plan

NO_IE:

= 17 n = 1/[_ + (17-18)2 ]64= 17.5At x °

C = (17.5) (22) (.5) 2 = 32.6 > 30.8
(1.717) 2

So plan gives desired precision from stresses of 17 to 19.

3.4 REVIEW DOCL_F_XEATION

Rellabillcy wlll forward (by written memo) the results of the review to the origlnatiug

activity. Reliability will provide follow-up of review comments and will provide any appropriate

assistance to the author in incorporating the comments.

3.5 REVIEW STATUS LOG

Reliability shall maintain a Ic_ of all test plans and specifications reviewed. The log

shall include:

3.5.1 Test plan/specification _dentifteation.

3.5.2 Date received, date reviewed, and the date review comments were forwarded to

originating activity.

3.5.3 Person responsible foc review.

3.5.4 Brief summary of significant comments.

3.5.5 S,_J_ary of required followup activities.

w I

i
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NERVA PROGRAMRELIABILITY PROCEDURE RI01-N-Sol
i • | i nl i n n

I

TABLE i - EI'_VI;,OI','MENT/,t. [FFECTS AND NRP 501t_
i FAILURESINDUCED
i
!

EN'/IRONMEIqT P_,INCIPAL EFFECTS TYPICAL FAILURES INDUCED
I
(
i Acceleration /_t_echanlcalstress SlructurQI failure
i

.a Dissociated gases Dielectric strength reduced; Alterotlon of Electrical Properties;
Chemlco] reccticns; Alteration of Physical Prop-°rties;
Conla:nination Insulation brea_:downor arcover

l
J E×plos:_e decon,pression Gross mechanical stress Struclurol fai|ura;

Ruptureor cracking!

i .............

i Hig[_ pressure Compresslon Strucfuro[ fcilure;
• Penetration of seals;
i -. Interference with function

; Hi£!_ refcffve humidity Corrosion; loss of mechanical strength;
: Electrolysis; Lossof electrical stren._th;
! /V_olstureabsorptlon Increasedconductivity of insulation;

I Physical brca'.down;
," Swelling;

Interference wltb function

High temperature Fhys_cal expansion; Increased wear on movln_ parts;
' Sfructu;al failure;

Alteration of electrical properties;
Insulation f_ilure;
Lossof lubrication properties

Low pressure Oulgasslng; Alteration of elec!rical properties;
.°

Expansion; Explosive expansion; ,
Reduced dielectric stren_t_l Structural failure;
of air Insulation breakdo-vn end arcover

; Coro_a an:}ozone formation

Low relative Desiccation (en;'orittle- Structural failure;

humidity ment or granulation) Lossof mechanical ,.trength;
Alteration of electrical properties

Low temperature Physical contrcction; Structural Failure;
Embrittfement; Cracking or fracturing;
Increased viscosity and Lossof _echaniccl strength;
solldlficotlon Alterallo._ oF electrical properties;

Lossof luhr:_.atlon proF_.rties;
Increasedwear on moving parts

_q

t
Ib

<
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IERVA PROGRAMRELIABILITYPROCEDURE NO: lol- P-sol

TASLE 1 (Cant) NRP 50iA

ENVIRONMENT PRINCIPAL EFFECTS TYPICAL FAILURES INDUCED

Magnelic fields Induced mcgnetizatlon Alteration of electrical properHes;
Induced hcatin3
Interference _gith function

Mechanical impact /_Aechanical sJress Structural failure
shock "-

Nuclear irradiation Healing; Thermal c._,ing;
Tronsmulation and ionization Oxidotion;

....... Al!eration of physical, electrical and
c[',emiccl prop=Hies;
Production of gcs_:son-'Jsecondary
nuclear particles

Ozone Chemical reactions; Rapid oxidation;
Reduceddielectr:'c strength Lossof mechanical s:ren3th;
of air Interference with _'unctlon;

AIteration of e!ectr;ccl properl,i_s;t
Insulation breakdown and orcover

Rain Physical stress; Structural _'ailure;
Wc:ler cb_rptien end Increase in weight;
immersion; Aid heo_ removal;
Erosion; Electrical failure;
Corrosion Surface dcier;orallon;

Enhanceschomical reactions

Sand and Dust Abrasion; Increased wear;

Clogging Alteration oF electrical properties;
InterFerence wlti- function

Salt Spray Corrosion; Increased wear;
Electrolysis Lossof mechanical stren.gth;

Structure[ failure or v.eok_nln3;
Interference with Function;

Aiteratio;i of"electrical propedies;
Increased con-Jucf;vity;

Solar radiation Actinic and Physlco- Surface deter;oraticn; ._
chemlcol reactions Allerulion of electrical properties;

Discoloration of nx::erials;
Ozone formatlon

- PAGE 13 OF z5 _ '
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I
NERVAPROGRAMRELIABILITYPROCEDURE NO:Rzoz--5oz

i i m i i i

TABLE 1 (Cot_t) NRP 501A i

i-
ENVI _0 Nt,',ENT PRiHCI PAL EFFECTS TYPICAL F/4 LU_ES Ii'_DUCED

• . , •

Tempercture shock JVLechonlcalstress Structurcl failurc or weakening;
Seal dama.3e .

Vibrallon Mechc_ical stress; Structural collapse;
Fatigue Lossof mechanical strength;

Increased v,ccr;
InterFerencewith function

Wind Force cppl|cc_icn; Structural co11_p_; 1
DeFos_tlonof mcter;cls; Lossof m_cI_an_ca_interference and
Heat loss (low velocity) clogging;
I-leaf goln (high velocl;y) A._rosionaccelerated;

Accelerctes lo'::-temp_ralura"e_'ects;

AcceLerates hi£h-temp_ro!ure el,reels

Zer_ 9rav;_ Mechonlcal stress; Interrupt:on o.__ravlty-clep_:ndent
function;

Aggravation of hlgh-tempcrature effects

l

t "- !

i

i

"i

| i i ,
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NERVAPROGRAMRELIABILITYPROCEDURE .o. RlOl-._p-sol
...... ml p rim i

TABLE 2

VALUES OF THE NON-CENTRALITY

PARAt_.TER, 6, FOR A ONE-SIDED TEST NITti a = .05, 6 = .10

f 6 f 6 f 6

1 10.51465 21 3.02610 85 2.95002

2 4.80923 22 3.02132 90 2.94868 i"

3 3.92820 23 3.01698 95 2.94750 I

: 4 3.59995 24 3.01302 100 2.94643 ;

5 3.43174 25 3.00940 110: 2.94459 ,1:

6 3.33014 26 3.00606 120 2.94306 i;

m

t7 3.26231 27 3.00298 130 2.94177

8 3.21389 28 3.00013 140 2.94066

9 3.17761 29 2.99749 150 2.93971 !
!

10 3.14944 30 2.99502 160 2.93886 !

I
" " I1 3.12692 35 2.98488 170 2.93813 ;

12 3.10854 40 2.97736 180. 2.93747

13 3.09322 45 2.97155 190 2.93688

14 J.08029 50 2.96F: 200 2.93636

,_ 15 3.06920 55 2.90316 _ 2.92611

16 3.05961 60 2.90005

17 3.05£23 65 2.95741

18 3.01382 70 2.95515

lO 3.03726 75 2.95322

0 3.03139 80 2.95151

t ! !
/

" L m , m=
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1.o PURPOSE

Fatigue life Is one of the important mechanical properties of components/parts subjected to cycllng

loads. To estimate fatigue life, 3peclmens of the parent material are tested to failure Qr for large numbers

of cycles to determine how well they can withstand fatigue under various levels of stress and temperature.

The fatigue phenomenon uhich occurs is defined as the process of progressive localized pernanent structural

change occurring in a material subjected to conditions which produce fluctuz_ing stresses at some point or

points in the material and may result in cracking or complete failure of the material being stressed.

The purpose of this procedure is to describe the methodology for the planning of tests to produce

fatigue life data and the statistical techniques for analyzing the results of such tests. The requirement

for this procedure is set forth in Data Item Rl01, EERVA Reliability Program Plan.

2.0 APPLICABLE DOCUI._R'TS

2.1 Data Item gl01, Reliability Program Plan

2.2 Data Item R-106, Xeliablli_y Test and Evaluation Plan i

"I
2.3 NRP-401, Appllcable Strength Theory for Selected Failure Nodes

1
2.4 NRP-406, Reliability Calculations for Cases of Combined Stress and Fatigue Loading |

2.5 NRP-600, Statistical Distributions, Their Applications and Tables

2.6 NRP-601, Error in Assumption of Normallty

3.0 POLICY

3.1 The fatigue life of materials is an integral part of _he design for reliability process during

both the pre-design analytical activities and the post-design test and evaluation activities.

3.2 Proper interpretation and application of the methods described herein are essential for all

engineers In[luencing the design and analysis of materlals tests and utilizing the results oC such tests.

PAGE 1 OF 23

1976068941-018



NERVA PROGRAMPROCEDURE NO:RlOl-NR-502
ii

4.0 DEFINITIONS

4.1 FATIGUE

Fatigue is the fracture of a structure due to initiation and progression of a mlcro-crack

generated by repetitive (cyclic) variations In stresses and strains.

4.2 ENDURANCELIHIT

That critical cyclic stress level for a particular structure below which repetitive cyclic

loads do not cause observable fatigue damage.

4.3 HEAN LOG CYCLE LIFE

The average log cycle life for all possible specimens of the material tested, f(S) is the

mean log cycle life at stress level S. fy(S) denotes an estimate of f(S), based on experimental data.
r

i

4.4 PZ]T% Lower Tolerance Boundary for Log Cycle Life

The P%/¥% lower tolerance boundary for log cycle llfe is a function, L(S), of stress such

that wlth confidence ¥% (e.g., y = 95), P% (e.g., P = 99) of the population of specimens has a log cycle i

life, at stress level S, greater than L(S). I
r

I
5.0 PROCEDURE :

i

$. 1 INTRODUCTION

In fatigue testing, a specimen is put on a machine at a fixed temperature and subjected to
stress cycles until it breaks or fails in some defined way. Let S be the stress applled to the specimen

during each stress cycle, N be the number of stress cycles to specimen failure, and Y be the logarithm of

N. It is known that there is a strong relatloushlp between Y and S. In fact, the sketch below Is a

typical graph of Y as a function of S.

Stress

ST _.....

SU --

SK "_

SL "---" :i

................ .>¥ i

Log Cycle Life tI

(._ Stress Versus Log Cycle Life Relationship I

i Figure 1

I
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5.1, Introduction (cont.)

In practice, of course, due to variability of specimens and experimental conditions, the

data points (S, ¥) do not lie on a smooth curve. Instead, they lie on a band having the same shape as

the curve in the preceding graph. Actually, the curve in Figure 1 is a sketch of the mean or average

log cycle life of specimens as a function of S. This function will be called f(S). f(S) is an unknown

function which is to be estimated from fatigue data.

The four points marked on the vertical axis in Figure 1 have special meanings. S L is the

stress below which the fatigue life of specimens is infinite, for practical purposes. S L is called the

fatigue or endurance limit of the material. SK is a stress level near which the mechanism of fatigue

failure changes, leading to a different slope in the Y versus S relaticnship. SK is called the "knee"

stress of the graph of the true mean log cycle life, f(S). SU is a point near which failur_ begins to

occur as a result of lack of strength rather than lack of endurance; and finally, ST is the ultimate

strength of the material. In fatigue testing, data are often collected for stresses between SL and SU"

Since it is known that there ls a strong relationship between S and Y, it is assumed that

Y- f(s) +e (1)

where f(S) is the true mean log cycle life, at stress S for all specimens, and e is an error term whlch

reflects the scatter in fatigue data. (I) is called a regression model.
!
f

5.2 PLANNING A FATIGUE EXPERIHENT

f
5.2.1 Basic Quantities to be Determined I

!
The statistical analysis of the data from a fatigue experiment will involve !

obtaining, for each temperature and stress of interest: (a) an estimate, fy(S), o£ f(S); (b) an est_nate_

0 of the variance of f¥(S); and (c) a number k($) such that if

L(S) = fy(S) - k(S) O,

then L(S) is a P_/TZ lower tolerance boundary for log cycle llfe of specimens as a function of stress.

If the experiment is planned so that the quantities in (a), (b) and (c) can be

determined from the experimental data, then all other statistical quantities describing the fatigue

properties of specimens of the parent material can be obtained from data of the experiment.

J ,,, ,
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5.2, Planning a Fatigue Experiment (cont:)

5.2.2 Determination of Test Stress Levels

Pilot studies to determine stress levels for fatigue testing at a given temperature

are required if such test levels have not been established by prior information. Some knowledge of the

shape of the true mean log cycle life for each temperature to be tested is desirable so that the experiment

can be planned to produce data which yields a good estimate of fy(S). Having rough knowledge of the

quantities SL, SU, SK, and ST would be sufficient to plan the experiment. ST can be roughly determined by

cycling a few specimens at the minimum stress necessary to fall them in one stress cycle or less; then ST

would be the average breaking strength of the specimens tested in this way.

At this point the investigator should choose the maximum number, Nmsx, of cycles

he is willing to let specimens run on his testing machines. A specimen surviving Nma x stress cycles is

called a runout, Nmax should be as large as possible and certain£y larger than cycle lives in the region

of interest. For example, if he wished to determine whether a material will survive 107 stress cycles at

a low stress level, then Nmax should be greater than 107, so that some specimens will fail at greater than

107 cycles during the experiment. From the point of view of statistical analysis it is more valuable to

know the cycle llfe until failure of a specimen than to know that a specimen survived a given number of

cycles.

Having selected Nmax, a rough estimate of SL should be obtained. One method for

doing this would be to test the first specimen at I/2 ST; if a failure occurs, test the _econd specimen

at 1/4 ST; and if the first specimen survives Nma x stress cycles, test the second specimen at 3/4 ST"

Continue testing in this way until, say, I0 specimens have been tested. SL can then be roughly estimated

as the greatest stress at or below which all specimens were runouts. The accuracy of this estimate would

be around_ST/210. The investigator may be able to use his professional knowledge of the material being

tested to shorten this procedure for estimating SL and ST, unless the investigator is interested in a

narrower range, in which case he should only test at stresses in the range of interest.

The investigator should test more specimens at other stress levels, if necessary,

to obtain fairly even spacing between the stress levels at which specimens have been tested. SK can then

be roughly estimated as that stress, in the lower part of the stress range, where the cycle llfe of

specimens tested begins to increase sharply, as in Figure I, as stress decreases. SU can be similarly

estimated as that stress, in the upper part of the stress range, where the cycle life of specimens tested

begins to decrease sharply, as in Figure I, as stress increases.

When selecting stress levels for testing, the investigator should keep in mind that

one of the main goals of a fatigue experiment is to estimate the true mean log cycle life, f(S), of speci-

mens £rom the parent material. Thus, if SK and SU can be determined roughly, stress levels should be chosen

so that the main experiment will produce enough data in each of the stress ranges SL to SK, S K to SU, and

S U to ST, to estimate f(S). The stress leve_ should be equally spaced within each of the above ranges. At

lea3t three stress levels shguld be tested within each stress range above, if that range is tested.

I '_ 2

'| I
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5.2.2, Determination of Test Stress Levels (cont.)

It may well be that SK and SU do not exist, In the sense that it Is not apparent

from the data in this pilot study what the estimates of S K and S U are. This would happen if the change

in cycle life, as stress decreases, were very gradual throughout the range from SL to S T. In this case,

: the testing In the main experiment should be done at elght or more stress levels evenly spaced between

SL and ST, to ensure that there is data at enough stress levels to properly estimate f(S) throughout the

range of stress levels from S L to ST .

5.2.2.1 Test Requirements at Stress Levels

Within each of the stress ranges, equal numbers o£ specimens should be

tested at each stress level. At least five spe=imens should be tested at each stress level. _ore than

flve specimens should be tested at each selected stress level below SK, if possible, because there is

: commonly more scatter in fatigue data for stresses below SK. The purpose of testing at least five

specimens per stress level is to allow the investigator to determine the relationship between the variance

of log cycle life of the specimens and the stress applied to the specimens.

Often estimates of SL and ST for the material being tested are In the

literature. The investigator should read this literature (if it is available) before doing any testing.

In some cases, the investigator may not be interested In the fatigue properties of the material for stress

levels outside of a certain range. In this case, he should follow the above procedure for allocating test

specimens to stress levels, except that he should not test specimens a_ stress levels outside the range

of interest.

5.2.3 Temperature Selection and Selectlon of Stress Levels within Temperatures

If it is believed that temperature will play an important role in the fatigue llfe

of the materials, then the fatigue tests should be performed at each of three more equally spaced (If

possible) temperatures within the temperature range o£ interest. The pilot study should be done at a

medium temperature, or at the temperature, if one exists, of greatest interest to the investigator. Stress

levels for the maln experiment should be chosen as in Paragraph 5.2.2 for that temperature. The same

stress levels should be tested at the other temperatures, to ensure that the fatigue data for different

temperatures can be compared.

I£ only one temperature is of interest to the investigator, he should do all o£

hls fatigue testing at that temperature.

i
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5.2, Planning a Fatigue Experiment (coot.)

5.2.4 Plannln8 the Experiment to Take Lot Effects Into Account

I

Specxmens are fabricated from different lots (heats, forgings, etc.) of parent !
metal. It Is possible that different lots of specimens tend to have different average fatigue lives, i

Thus, different lots o£ specimens should be tested, so that lot-to-lot varlability can be estimated and

taken Into account. The same number o£ specimens from each lot should be tested at each stress level-

temperature combination in the experiment. I£ the investigator cannot (due to lot slze limitations)

test the same number of specimens from each lot at each stress level temperature combination, he should

come as close as he can to meeting this requirement (cf. equation 29). In llne with this, the most

serious error would be to test at high stress levels wlth one lot of specimens and at low stress levels

wlth another lot; for in such an experiment, the lot effect on fatigue llfe could not be separated from

the stress effect on fatigue llfe. The investigator should test at least two specimens from each lot at

each stress and temperature level tested.

5.2.5 Plannln_ the Fatigue Experiment to Eliminate Bias In the Fatigue rata Due to Other
Effects

Concelvably, factors such as the testlngmachines used in the experiments, the

machine operators, the time of day, position of specimens w£thlo a lot, and so on can influence the

observed fatigue life of specimens. One could call these effects blas factors. To minimize the influence

in the experimental results due to blas factors, the investlgator should randomly allocate lot-stress-

temperature combinations to blas factor combinations.

5.2.6 Notchln_ Effect

If little is known about the effect of notching on the cycle 1lie of specimens

o£ the materia! being tested, the investigator should test notched specimens at the stress and temperature

levels at which he tests unnotched specimens. Fewer notched specimens would be tested than unnotched

specimens, if professlonal knowledge were avallable to help the investigator estimate the mean log cycle

1lie, f(S), for notched data, using the estimate of f($) obtained for unnotched d ha.

5.2.7 Frequency Effect

It Is concelvable that the number of stress cycles applled to the specimen per

unlt of time (i.e., the frequency) could Influence the cycle-llfe of a specimen. The conditions under

which it is known that frequency influences the cycle 11£e of specimens are:

(a) At stress levels in the neighborhood of the ultimate strength of th_

material, cycling at high frequencies could cause a buildup of temperature in a structure which, if not

dissipated, could lead to shortened cycle life of the structure.

(1
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5.2.7, Frequency Effect (cont.)

(b) At stress levels near the endurance limit of the material, cycling at high

frequencies could lengthen the cycle life of a structure, since, at high frequencies, the structure may

not have time to react to the imposed stress condition during each stress cycle.

: It is known that frequency has no effect on cycle life of specimens tested

at stress levels well below thei¢ ultimate strength and at frequencies between 200 and 5,000 cycles per

minute. (cf ref. 3, 4, 5)

It is expected that the frequency effect on cycle life will he insignificant for

frequencies up to 30,000 cycles per minute. Thus, if it is anticipated that the material will undergo

conditions (a) or (b) for frequencies outside the range from 200 to 30,000 cpm., then the fatigue tests

should take place under conditions and frequencies as close as possible to those to be encountered in

service.

5.2.8 Other Effects Whlch can Significantly Influence the Fatigue Life of a Material

The investigator should be cognizant of the fact that surface effects can have

an influence on the fatigue life of the materlal. Some surface effects are:

a. Grinding

b. _ehtning 1"

c. Roiling

d. Polishing

e. Coating

f. Plating

g. Carburlzlng and/or nltrldlng

h. Pickling

i. Stress relieving

J. Roughness.

Other factors which can influence the fatigue llfe of the material are:

k. Conditions which cause creep

I. Conditions which cause corrosion

m. Size effects

: n. Configuration effect

o. Loading effect.

I u n nu
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5.2.8, Other Effects Which can Significantly Influence the Fatigue Life of a Material (cont.)

If the investigator anticipates that any of the above effects wlll influence the

fatigue llfe of the material he is testing, and if there is little or no professional knowledge which

enables the investigator to predict the influence of these effects on fatigue llfe, then the investigator

should test specimens which are as close as possible to being llke the parts to be used in service, under

conditions as close as possible to those to be encountered in service.

5.3 STATISTICAL ANALYSIS

Appendix A contains an example of typical calculations which are given in this section.
P

5.3.1 The Probability Distribution of Lo_ Cycle Life at a Given Stress, S, for a Fixed !

Temperature li

It wlll be assumed that the log cycle llfe of a specimen at given stress S is i

normally distributed with unknown mean, f(S), and unknown variance o2_ where 02 may depend on S. This '_

assumption is common in fatigue literature. Some authors have used the Weibull distribution for cycle

life. However, it has been found (for example see Reference [2]), that the assumption of a normal distri-

bution for log cycle life is reasonable; moreover, there are fewer statistical techniques available for

analyzing fatigue data on the basis of the assumption of a Weibull distribution for cycle life. Further,

the only way to tell which distribution should be used would be to test many (25 or more) specimens at a

given stress level and then plot cycle life versus percent survival on log normal paper and on Welbull

paper and see which plot is more linear. Rather than having too much concern about the distributional

form of cycle llfe, it is generally more worthwhile to test fewer specimens at each stress level, and

instead to test at more temperatures and stress levels, to get a better idea of the shape of the stress

versus log cycle life relationship at more temperatures. It is anticipated that the estimates of f(S),

given in thls procedure, will not be significantly affected by non-normality in the distribution of log

cycle llfe. However, non-normality in the distribution of log cycle life could affect the validity of

estimates of lower tolerance limits for log cycle life. The estimates of lower tolerance limits could

be too high or too low depending on the true distribution log cycle life (cf. NRP-6OI, Paragraphs 4.7.3

and 4.7.4 for a general discussion of the effects of non-normality on lower tolerance limits).

5.3.2 Plotting the Data

Using separate graphs for each temperature tested, plot the points (Y, S), where Y

is the log cycle life of a specimen tested at stress S. Plot Y on the horizontal axis and S on the

vertical axis. Identify the points (Y, S) (e.g., by color) by the lot from which the corresponding

specimens were chosen.

( i
m
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5.3, Statistical Analysis (cont.)

5.3.3 Estimating the_Mean Log Cycle Life, f(S)_ and a Lower Tolerance Boundary, L(S)p
for Log Cycle Life at a Fixed Temperature

The methods used to estimate f(S) and L(S) depends upon the nature of the data in

the scatter diagram plotted as in Paragraph 5.3.2. In Paragraphs 5.3.3.1 a_d 5.3.3.2, methods are

: presented to estimate f(S) and L(S) together with the criteria to be satisfied for use of these methods.

• These criteria are baseu on the quantities defined beginning with (2) below, where SI is th(. lowest stress

at which no runouts occurred, and S I < S 2 <... < S . Using these quantities, the investigator shouldP

choose one of three methods for estimating f(S) and L(S):

t a. Linear regression method, where the mean log cycle zlfe is assumed o be a

• linear function stress for stress levels both above the "knee", SK, and below S K (SK _.il be defined). "

This method is presented in Paragraphs 5.3.3.1 through 5.3.3.1.3.

b. A more general linear regression method, where it is assumed that the mean

, log cycle is linearly related to a function of stress. This method is prese,,ced in Paragraph 5.3.3.1.4.

c. A method which consists of fitting (by eyeball) a curve to the experimental

mean log cycle lives to estimate f(S), and computing the corresponding lower tolerance boundary L(S).

This method is presented in Paragraph 5.3.3.2. _

Method a. should be used when the criteria in Paragraph 5.3.3.1.2 are satisfied.

If these criteria are not satisfied, method b. should be used. If the_e is no function of stres_ which

provides a good fit to the experimental mean log cycle lives, method c. should be used. Appendix A will

provide an example of the results which can be obtained using these methods, il

Let there be N lots, and let nlj = the number of specimens in the jth (2) .It

lot tested at the ith stress level, _ _i':'

nI _ Z nij, (3)
= J=l "

p
N = Z n i, (4)

: i©l

P, m _j :

_. = E r. YlJk/nl, (5) f

where YlJk is the log cycle llfe of the k th specimen, from the jth lot, tested ar the ith stress level,

Si, and l-l,...,p_ J=l,..._m, and kfl,...,nlj.

_w

: ,t

I i i I I ii I __ _ "

., PAGE 9 OF _3 _..

w._f

', , il_
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5.3.3, Estimating tile Heart Log Cycle Life, f(S), and a Lower Tolerance Boundary, L(S), for Log Cycle
Life at a Fixed Temperature (cont.)

Let

fiJ = nij - I, (6)

m

fi = _ (7)
j=l fij"

- = ;ij
¥1j k=l Ytjk/n£j , (8)

n

E Yijk - ,.s 2 = k_=] Yij (9)

lj ftj

m

st2 = j_l fij stj2 (10)
f1

Then s.2 is then an estimate of the variance In log cycle life due to withln-lot variability, at stressi

Si. Let m

E

2= j=l nij IYtj - Y-i}2

SLi (m-l) (11)

If

^2
ot = [(n I - 1) sz2 + s 2

• LI ]In_,

where

m

n_ = (u12 - g nij2)/[n i (m-l)], (12)
J=l

then 0.2 is an estimate of the variance of log cycle life at stress level Si taking
both within lot and

1

lot-to-lot variability into account. (Note: if there is only one lot available, set

0i2 = si2 + 082,

o82 is the investigator's estimate of the lot-to-lot variance of log cycle life of specimens.)
where

I
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3.3.3, Estlmatlng the :leanLog Cycle Life, f(S), and a Lower Tolerance Boundary, L(S), for Log Cycle
Life at a Fixed Temperature (cont.)

At each stress level, S, below Sl, but at which at least half of the specimens were non-runouts= let YS

he the sample median log cycle llfe, computed as follows:

: Let YI' Y2' "'" Yn be the log cycle lives, until failure or runout, of the

specimens tested at stress level S. Then let _(i)' i=l, 2, .... n, be the t th largest of the ¥1's. Then

= if nis odd
(13)

_.n)(2 + _.n + 1.= if n is even
2

YS is a fairly good estimate of the mean log cycle life at stress level S.

5.3.3.1 The Linear Regression Hethod for Estimating the Mean Log Cycle Life of
Specimens, f(S), and a Lower Tolerance Boundary, L(S), for Log Cycle

.. Life of Specimens

5.3.3.1.1 Plot the points (Yi" Si) and the points (Y-'s" S) on a graph

"_ with the _'s as the abcissas and S's as the ordinates. Draw a smooth curve fy(S), fitting these points

as closely as possible. Also, on the same graph draw a smooth curve, fL(S), fitting the points

(YI - _i" Si) as closely as possible, and continuing the curve to the lowest stress level tested, fy(S)

is then a good estimate of mean log cycle life, f(S), at stress S. fL(S) is an estimate .of the 84%

survival point, L84(S), at stress S. L84(5) has the property that all specimens have an 84% chance of

having a log cycle life greater than L84(S).

5.3.3.1.2 If a._ b., and c. of the following criteria are met, then
i

llnear regression should be used to estimate f(S) and L(S). if any of these criteria fail, then f(S)

should be estimated by fy(S) as above, and L(S) should be estimated as in paragraph 5.3.3.2, or fy(S)

and L(S) should be estimated as in Paragraph 5.3.3.1.4.a. fy(S) should have a sharp bend In th_ lower stress

range, in the vicinity of a stress level (called the knee) SK,

b. _y(S) should be nearly llnear above SK and belo_ SK-

(This means, in particular, that there is no sharp bend in fy(S) in the higher part of the stress range

tested.) I

c. The "bandwidth", fy(S) - fL(S), should increase sharply

in the vicinity of knee, SK, as stress decreases. Remark: SK should be chosen so that it is between two

test stress levels, thus dividing the fatigue data into two sets; also there should be few runouts at

" stresses above SK. _

PAGE ll OF 23 i
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5.3.3, Estimating the Mean Log Cycle Life, f(S), and a Lower Tolerance Boundary, L(S), for Log _ycle
Li£e at a Fixed Temperature (cont.)

5.3.3.1.3 By criterion b. of Paragraph 5.3.3.1.2 it ls reasonable

tO assume that

f(S) = a 1+ b 1 S if S _S K, or (14)

f(S) = a 2 + b 2 S if S L < S < SK. (15)

Where SK is estimated as in Paragraph 5.3.3.1.2, and SL, the endurance limit of specimens of the material

is estimated as that stress level, at and below which, all specimens in the fatigue exoeriment were

ruuouts.

Using assumptions (14) and (15), methods will be presented

for obtaining estimates, fy(S) and L(S), of the mean log cycle life and lower telerance boundary for log

life of specimens of the parent material.

_'hese estimates can then be graphed, and the resulting graph

will look like Figure 2:

S

Stress I \" "_

"\

i

• \ _"f (s)
!

i L(S)._

!

;
!

!
i Log Cycle Life

Estimated Hean by Cycle Life versus Stress, fy(S)

and Lower Tolerance Boundary, L(S)

Figure 2

{
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5.3.3, Estimating the _an Log Cycle Life. f(S). and a Lower Tolerance Boundary. L(S). for Log Cycle
List at a Fixed Temperature (cont.)

To obtain estimates &l and bl of aI and b I, in Equation (14)
perform the calculatlons given below:

f_(s)= _I+ bzS

will then be the "least squares" regression line for mean log cycle life versus stress; fy(S) will also

be an estimate of f(S) for all S > $K" Let

S1, S2, ..., Sv
L

be the stress levels tested in the stress ranEe above SK. Let Yijk be the cycle life of the k th specimen
from the jth lot, tested at the £th stress level. Assume i varies from I to v, j varies from 1 to m,

(m would be one if only one l_t were tested) _ varies from 1 to n!j, where nij is the number of specimens !_

tested in the jib lot at the i th stress level. _

v m
Let N = _ _ (16)

i:l j:l niJ iil

nl = _ (17)i=l niJ

V n

_j = _ lij Yijk/n j (18)I=1 k=l

V

Sj = _ slln j (19)I'I nlJ

v nl_

-_j ,, i=l k=l - . -V

n1.1 (S i _ _j)21=1

u n .
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5.3.3, Estimating th,eHeartLog Cycle Life, f(S), and a Lower Tolerance Boundary, L(S), for Log Cycle
Llst at a Fixed Temperature (cont.)

Then _i + 61 S is an escxmate of the mean log cycle llfe at stress S __ SK, for specimens from the jth lot;
moreover,

is the least squares z._gressioa line for log cycle life versus stress for specimens from the jth lot. '.

The within-1 _c v_.rXa_ce of log cycle life, for the jth lot, should be estimated by i
l

v _ iv n iJ :[J

I',+k-%;2 IYi.1 1-2 £=I k=l - i=l k=l Si - (22) !- I
oj n. = 2 I

.1

To estimate the mean log cycle life for all lctso let i

. !
n. a.

al = "lJ_--_J a (23) :

ms

z nj _j
_l" .1-1 s (24)

Then fy(S) = _1 �blS for S > $K is an estlmate of the mean log cycle life, f(S) for speclmens cycled
at. stress S.

_he component of variance in log cycle life due to uithin-

lot variation should be estimated by

. .1=1' "] (26)
w N - 2m

L_t m

K2 _ £ n i
J=l (27)

n o _

1 ;
m 1
Z njYj t

,, J=t - • (28)
bl

! -
;

• I

, , |
I:

PAGE 14 OF 23 ++

Ii

1976068941-031



NERVAPROGRAMPROCEDURE .0: _OlN_-5o2
i m i • - -i m

5.3.3, Estt=atlng the Heart Log Cycle Life, f(S), and a Lower Tolerance Boundary, L(S), for Log Cycle
List at a Flxed Temperature (cont.)

>

and

2 n, :12
oL - ; (29)

J'l m - 1

then

_2 =--°L2 + no: 1 _2 (30)
n o n o

Is an estimate of the variance in log cycle llfe of specimens which takes both vlthln-lot and lot-to-lot

varlatlon into accotmt.

Notice that in equation (29) the wlthin-lot average lot cycle

lives, Yj, are compared with the overall average log cycle life, :. This equation will be wrong unless
nearly equal n_bers of specimens are tested at each stress level from each lot. No_, the calculations i

required to produce the lower tolerance boundary L(S) will be presented. Assume that the investigator

desires that at least P% (e.g., P ffi 99) of all possible specimens of the material have log cycle life, at

stress S or less, greater than a certain quantity with confidence ¥% (e.g., ¥ = 95). Then the quantity, j

L(S) viii have this property. Set I
I

S) 2-.

nj V " (31) }
(s i __2 |i-lnij _ i

4

n - greatest integer not greater than
r

N 2 _
m , (32)

Z _ aL2 1 _:)+ _2 )] 2j-i t:o no .AJ(Sh ._
D

f - greatest integer not greater than

t

i

(3,) ;-
_L2 lu° - l_2 2 2 !

2 (m-l) "l_--'_o I{°w) I'
O N - 2m

Set

L(S) - _1 +bl s" k(S)o, for S :S K (34)

I ..... I

PAGE 15 OF 23
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5.3.3, Estimating the Heart Log Cycle Life, f(S), and a Lower Tolerance Boundary, L(S), for Lo_ Cycle
IAst at a Fixed Temperature (cont.)

where k(S) is the one-slded PX/y% tolerance factor corresponding to f and n, which can be obtained from

Reference [I]. If m = I, i.e., only one Io¢ was tested, then the following alternate method for calcula-

tlng L(S) should be used. Set

2
oB - upper bound on lot-co-lot variation, ¢o be (36)

determlned by the investigator uslng his knowledge and experience, (24)

f - _-2,. (37)

and (25) n - greatest integer not greater than iI
I

(38)

•£ °B2 + 02 Aj(S) nj 2
1"1 v

(note, in this case m = I). Then

2 "2 1/2
L(S) - a 1+ blS- k(S) (o B + ow) , S > SK (39)

is a PZ/yZ lover tolerance boundary for the log cycle 11re of specimen of the parent material.

It may happen due to the number, m, of lots being small, ,'

that f In (33) is so small that L(S) Is unreasonably Iov (e.g., L(S) < o). In chls case, the investigator i

may use (38) to estimate (37) and (39) can then be used to estimate L(S). Also there may be a fev runouts

at stresses only a little above SK. If there are onZy a fev runoucs (as there should be, by choice of SK),

then It is reasonzble to treat these few runout specimens as if they had failed at Nmax stress cycles and

analyze the resulting data as In (2) through (39). The resulting mean lo 8 cycle life estimate, i I + 61 S,

can be either slightly too high or slightly too low; the same Is true of L(S).

PAGE 16 OF 23 _
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5.3.3, Estimating tile _an Log Cycle Life, E(S), and a Lower Tolerance Boundary, L(S), for Log Cycle

Llst at a Flxed Temperature (cont.)

To estlmate a 2 + b 2 S and L(S) for S < SK' the same procedure

should be followed as In estlmatln8 (14) if only a few specimens tested at stresses below SK are runouts.

: Also, If only a few runouts occurred at all stress levels tested, above a certain stress, Smln_ then (15)

and (34) or (39) for S < SK, can be estlmated using the same procedure as In estlmatlng (15), if at least

three stress levels between Sm_n and SK' were tested. The estimates of (14) and (34) or (39) for S < SK

can then be extrapolated downward to obtain conservatlve estimates of the mean log cycle 11re and L(S) for

S < S K. However, If many of the specimens tested at stress l(:vels below S K were runouts, then the methods

given In Paragraph 5.3.3.3 should be used for estimating f(S) and L(S) for S < SK.

Flnally, the procedure In thls section for estlmatlng f(S)

and L(S) should be =odlfled if there is a strong telationshlp between the S i of Paragraph 5.3.3, equation

(I0) and stress Sl" This relatlonshlp can be determined by plottlng s i versus Si and flttln 8 a smooth

curve s - r8(S) to thls plot where r is a constant. Then the log cycle llfe data can be weighed so that

the sample variances of the weighted dat_ are fairly constant.

8(S I) should be a very slmple function, whlch increases as S i

decreases. Some candidates for 8(S i) are:

s(s t) - c-S t, (40)

s(si) - -los si + c, (41)

s(s l) - -s/_t + c, (42)

s(SI) . 1_._S1, (43)
a
!

and so on. If 8($1) ls one of the above functions, or some other function which the Investigator may want

to use, tho.n r is chosen to be the positive constant such that the curve s - r8(S) flts the points (Sl, S i)

as closely as posslble. Set

. ; (44)
Wl v 1 2

k-1

the Wl'S are the velghtln 8 coefficients. Replace (18) by

(: )7j " -1kl_- _. 11Wl_llk 1"i nla (4s)

I
m ml _ L_
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5.3.3, Estimating the Hean Log Cycle Life, f(S), and a Lower Tolerance Boundary, L(S)_ for Log Cycle
Ltst at a Fixed Temperature (cone.)

Replace (19) by

(
V V

7j- _ ", s i _ "i % (46)ill ntj i 1

Replace (20) by

l-1 k=l (47)
_J" v 2

E wi (si- sa)t-1 nlJ

_j should be computed as in (21), using (45), (46), and (47) (48)

Replace (22) by _tJ vi (¥iJk - aj - _J St )2-2 v

oj - z k-I (49)

/ i

using (47) and (48).

Calculate (23) through (29) as before, using the substitutions

(_7), (48) and (49). Set

" _ & _)/(m l) (50)no J 1 t'1 wt nj

Replace (30) by

^2 n'
.2 ._%+ (1 _o) _2 Ol)
0 DO n o w

Replace (_11) by s'

1 (S - g|)2 :,
Aj(S)- v + v (52) .:

" _i E._inij(sl-:j)2 ,i1-1 nil t 1 _":I
I
1

where the _J's are as in (16). :: .-

| , s, mm _

PAGE 18 OF 23 i '
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5.3.3, Estimating tile Hean Log Cycle Life, f(5), and a Lower Tolerance Boundary, L(S), for Log Cycle
List at a Fixed Temperature (cont.)

Calcutate (32) as before, using the "new" values of o:

"2 in computing n. Replace (33) withand oL

f - greatest integer not greater than

(;2)2 (53)
(;L2) 2 n_ 2 (;w2)2--'+1
n2 (m-l) no N-2m
O

using the "new" values of _2 and _2 to calculate f.
W

Calculate L(S) exactly as in (34), using the new n, _2, _

_l' andbl" I
!

5.3.3.1.4 Estimation of f(S) and L(S) when the Mean Log Cycle _
Life Is Linearly Related to a Function of Stress

It may be true that for all S In the range of stresses

tested,

f(s) - a + b g(S), (54)

where g is some function of S. A prime candidate for g is

g(s) = log s. (55) '

If it is suspected that a relationship of the form in

(54) holds, then the log cycle life versus g(S) data should be plotted, so that the investigator can check

whether or not (54) holds. If the resulting plot is fairly linear, then a, b, and a lower tolerance

boundary L (g(S)) for log cycle life as a function of g(S), can be estimated using linear regression as in

Paragraph 5.3.3.1.3, with "g(S)" in place of "S", except that only one pair (a, b) of parameters is

estimated using data for all stress levels tested.

5.3.3.2 The Estimation of f(S) and L(S) When the Linear Regression
Method is not Appropriate

5.3.3.2.1 The fy(S) of Paragraph 5.3.3.1.1 should be used

to estimate the mean log cycle life, f(S), when the criteria for u.sing linear regression a_e not met, and

S • S1. Let
2

s2 P fi Sl= _. (56)
nt-1
Efl

t-1
• i im i i i ||

PAGE 19 OF 23
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5,3.3, Est4.matlng the Mean Lo8 Cycle Life, f(S), and a Lower Tolerance Boundary, L(S), for Lo8 Cycle
Llst at a Fixed Temperature (cont.)

2
where s i Is calculated as in (10) and fl is calculated as in (I). Let

_2. ;_ . _o-____is2 (57)
n n

o o

A2 is calculated as in (29) and n is calculated as in (27).
! where o L o

Let f = the greatest integer not 8rearer than (o2) 2 (58)
2 2

22 I% - 11,_2)
• (eL) +_%--_'-T"°

2 P
no (m-l) E ft

t-1

it
Let n i ,, the 8reatest integer not greater than

82
m 2 (59)

"i no IJ

where n I Is calculated as in (3), and nij is defln,_d as in (2).

If k is the P%/¥% one-sided tolerance factor

corresponding to f and ni in the table (see Reference [1])) then

L(St) - fy(St) - ko (60)

is a PZ/¥% lower tolerance point for the log cycle llfe of specimens at stress S i. A smooth curve should

then be drawu so that it flCs the points (Si, L(S)) as closely as posslble. This curve is the lower

tolerance boundary L($). As in Paragraph 5.3.3.1.3, there may be a function, g(S) [cf. (40), (41)) (42)

and (43)]) 81ving the relationship between the stress level, $) and the wlthSn-lot standard deviation of

log cycle llfe, which is estimated at the i th stress level by Si 2. Let wI be calculated as in (44). Let

n o be calculated from (50). Let

P 2
wi ft sl

2 I=1
sv . (61)

t-1

| i •
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5.3.3, Estimating the Mean Log Cycle Life, f(S). and a Lower Tolerance Boundary, L(S), for Log Cycle
List at a Fixed Temperature (cont.)

Let

-2

8-t2- --no°L+ I lvt non°) s,2 (62)
w

where no. n'o. and _L are calculated fro= (27). (50) end (29).

Let fi = the greatest integer not greater than

(63)

2 f

n (m-l)
0

and

z
** wi

ni =

[-': ]t J-1 ntno v

If k is the one-sided *N% tolerance factor corres-
/re * /_/t *

ponding to n i and fi (cf. Reference [I] where n • ni and fi = f)' L,Len

2
L(S i) = fy(S t) - k Tai

is the P%[f% lower tolerance boundary for log cycle life at stress level S 1. To obtain the lower tolerance

boundary, L(S), a smooth curve should be drawn, fitting the points (Sl, L(SI)) as closely as possible.

5.3.3.3 Estimating f(S) and 5(S) for Stress Levels where )_ny Specimens were
Runouts

; $.3.3.3.1 The investigator should use the lower part of the curve f¥(S)
to estimate f(S) at stress levels at which _ore than a few and not more than half of the specimens were

runo_ts. He should then use his best Judgment to extrapolate the lower part of the curve f¥(S), for lower

stres_ levels. It would be conservative to perform this extrapolation using a line, wlth slope equal to

theslope of the curve, f¥(S), at the Ic,aes_ stress level at which not more than one half of the specimens

• were runoute. This is true because f(S) becomes less and less steep for lower and lover stresses.

i i
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5.3.3, Estimating the Mean Log Cycle Life, f(S), and a Lower Tolerance Boundary, L(S), for Log Cycle
List at a Fixed Temperature (cont.)

5.3.3.3.2 The L(S) tn Paragraph 5.3.3.1.3 or 5.3.3.2.1 should be

extrapolated do_mward In the same way as f¥(S), to estlmate the lower tolerance boundary for log cycle

1lie, at stress levels at which many runouts occurred. Linear extrapolation of L(S) would be conservative

for the same reason that linear extrapolation of fy(S) is conservative.

5.3.4 Estimatin S the Lower Tolerance Boundary, L(T)_ for the Log. Cycle Life of
Specimens, at a Glven Stress Level, S, for a Temperature T

Plot the points (T, L(S)), where L(S) is the Lower tolerance boundary at stress

level S and test temperature T, as calculated In Section 5.3.3. Draw a smooth curve, Lt(T) , which flts

these points as closely as posslble. Then Lt(T) has the property that for the given stress, S, the
proportion of specl=ens, wlth log cycle life greater than L(T) at temperature T, ie at least P% wlth

confidence _I.
!

The same method should be used to estimate mean log cycle 1lie it(T), for

specimens as a function of temperature, for a given stress level.

5.3.$ Estimating the Probab111ty_ R(No) for a Fixed Stress S and Temperature T, .that a
Specimen will Su_ive no Stress Cycles

Calculate an estimate, it(T), of it(T) for the glven stress as in Paragraph 5.3.4.

. Also, for the given stress, plot the bandwidth, fy(S) - fL(S) (of. Paragraph 5_3.3.1.2 (c)) versus test i_

temperature and draw a smooth curve, fl_tlng this plot (plot temperature on the horlzoutal axis and :

bandwidth on the vertical axis). Then the distance, _, of this curve from th_ horlzontal axls at tempera- i

ture T will be an estimate of the standard deviation of log cycle life at stesss S and temperature T.

Calculate ,

(1) _ - Log_o - ft(T)
a

set (2) e(.o) _ 1 e-½
2

X- -- dx
J

E

(R(No) can be found in the usual tables for the normal probability dlstrlbutlon.)

The following calculations lead to a lower X% confidence boundary, RL(NO) , for

R(No) for a given temperature, T, and stress S.

Set (3) k- Lo_No - ft(T)
o

t
vhere 8 is calculated appropriately as in Paragraph 5.3.3. Obtain n and f from the appropriate calculatlons

of Paragraph 5.3,3 for the stress level and temperature nearest S and T. Let RL(No) be the P- value
corresponding to the one-sided tolerance factor k, and n, f, and ¥%.
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6.0 APPLICABILITY

6.1 This procedure should be used for planning and analyzing fatigue experiments.

6.2 Data Item RI06 will define and Identify the methods whereby fatigue data will be u,;ed £n

reliability assessment of the NERVA engine and its parts.

7.0 RESPONSIBILITIES

7.1 The proper use of the methods described herein are the responsibility of each cognizant

engineer using these techniques. These will include:

7.1.1 Materials engineers in plannlng and analyzlug fatigue experiments.

7.1.2 Rellabillty engineers in assessment of rellablllty.

]

_, 7.1.3 Design engineers In using the results of fatigue e_perlments.

8.0 REFERENCES r

[I] Owen, D. B., Factors for One-Sided Tolerance Limits and for Varla_les Sampllng P_nss,

Sandla Corporation Monograph, March 1963

[2] Kececloglu, D., nistrlbutlons of Cycles-to-Fallure in Simple Fatigue and the Assoclatei

Probabilities, Annals of Assurance _clence, t969, Eighth Reliability and _a_ntalnab£11ty

Conference, Gordon and Breach Science Publishers, New York _

[3] Grover, H. J., Gordon, S. A., and Jackson, L. R,, FatiGue of Metals and Structures_

Departmen: of the Navy, Bureau of Aerons_Jtics, 1954

[4] Forrest, P. G., Fatigue of Metals, Addlson-#esley Publlshing Company, Inc., Palo Alto, L962

[5] Sin._s,G. and Walsman, J. L., Metal Fatigue, McGraw-l|lll Book Company, Inc., Ne_ York, 1959
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NERVA PROGRAMPROCEDURE NO:R101-  .-502
i

APPESDIX A

&_ EX_WLE. ILLUSTraTING MElqtODS OF

/k_ALYSIS OF FATIGUE DATA

Fatigue data was coilected for aluminum specimens tested at 150°F (cf. Table 1)- It was analyzed by

using three different regression models to obtain estimates of the mean log cycle life, t(C), specimens as a

function of stress, S, applied per cycle. Also, a lower 99/95 tolerance boundary, L(S), for log cycle life

as a function of stress was obtained using each of the three models. L(S) has the property that with

confidence 95% at least 99% of all specimens will have log cycle lives grearer than L(S) at stress S ard

temperature 150°F. That is, with 95% confidence, the reliability is at least 99X tllat all speci.mens of the

material will have log cycle lives greater than L(S). The three models arc presented co illustrate the

calculations used, and to show that there i3 quite a difference in the resulting iower tolerance bou.daries

for the three models. This difference indicates that care must be taken when choosing a model /or statistical

analysis of fatigue data.

Model I Fit Sample Mean Log Cycle Life vs Stress

Assumpticns:

1. The mean log cycle life of a specimen _s some unspecified function, f(S), of stress.

2. The log cycle life of a specimen is normally distributed.

!

That is, if Y is tha log cycle life of a specimen, then
I
t

i
Y = f(S) + e i

I

where e is a term which varies from specimen to specimen because of differences in specimens and experimental

conditions. It is assumed that e is normally distributed with mean zero. Further, since, with t_o

exceptions, the sample variances were homogeneous over the stress range tested (cf. Table 2, the '_.2" ]

column) it was assumed that the variances of e were equal at all stress levels. Since the sample variance

at 42.5 ksi was very small compared with the rest, and the sample variance at 27.5 ksi was large compared

wirE, - rest, the assumption of equal variances could lead to overly large values of the lower tolerance

boundary for high stress level, and overly small values of the lower tolerance boundary for low stress levels.

The within-lot variance of log cycle life at the ith stress level was estimated using

2 7 (¥tk - Yi )2
s = E

1 6 '
k=l

I
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|

vhere ¥ik is the k tit observed log. cycle life observed at the i th stress level, and Yi is the averaRe log

cycie life observe6 at the i th stress level° These es_inates '_ere pOOled to obtain an estimate• S2, of the

uithin-iot variance of log c:lcle life using

7
2

g. s.
9 i=I X •

7
_f.

xt=I

2
where f. is the degrees c[ freedou for the sa_le variance, s i (_i is ni-I _here n i is the sa_le size at

He ithXstress level). To obtain _ estimate of the _an log cycle life, f(S)• the salaple--_e_n log cycle

_i" were plotted _. stress, _ A curve• f,(_)• was dr_ co fit the _ints (Yi• S i) as closelyli,_s
• _i o

as _ssibIe. fl(S) _Pr°vides a reas_able est_-_atc of f($). _he lo_er tolerance bo_lda_ _ obtained by

plotting the points fl(Si) - ks;. versu: Sx and [itting a cu_e co these .n°i_s-

k I is the 99/90 telerance factor, _tained frc_ non-central t-distribution t_les for n i and
? " 2 2

fi degrees of freedon, is the s_uare r_t of the quantity s 2 p!_ : oB is an estiaate of thef
i=l o

between lot variance of log cycIe Iife; Since onIy one Iot uas tested, _S- cou!4 _t be estiumted from the

_ta. Thus, a_itrarily, for the sake of coastructing this example, :B _as set equal to 0.05. In Fractice,

if onIy one lot were tested, the investigator _ould have to _e his best j_ge_n_ to e_tiuate :B-; however,2
he should test sore than one lot so that he c_ use the data to estimate a B .

._del 2 Least Square Fit of Log Cycle Life to T_o Regression Lines

This model ia not appropriate for the data being examined, since there was no sharp bend in the

curve fl(S) as stress decreased, llowever, this method _ould be appropriate if there were a stress level,

Sk, _here

i. There were a sharp, bend in the curve, fl(S), near Sk.

2. fl(S) has nearly constant slope above Sk and below S k-

3. There were a sharp increase in the within lot variances, Si 2, as the stress level went

from above Sk to beIow Sk-

For the sake of an example illustrating this method, the computations were performed using

Hodel 2.

t

1976068941-042



NERVA PROGRAM PROCEDURE N_: RlOl-_-502

Since there was no stress level S k satistying 1., Z., and 3., Sk in this example was somchchat

arbitrarily chusen as 30 ksg. The data for stress levels above 30 ksi was put into one group and tile rest

of the _ata were put into another group. A regression line,

Yl = al + blS , S > 30

s,'a.¢ estinated fro_ the log cycle life data in the above 30 ksi stres. _ range, using the "least squares" method.

ALso, a regression line

Y2= a2+bzS " s- 3o

szas estimated froa the log cycle life ,lata ".'n the-at-or-_elo_a 30 ksi stress range, again the "least squares" I

method. The "least squares" estimate of b I gas

7 ni

s z (Yik - ¥i )(si - g)
z.-_ k=Z = - 0.0763

-1 7 _
E ni(S i - S)-

i=4

i

_he re

7
E n.S.

- i=4 x xS = 37.57

i=4 z

The "least square" estimate of a 1 was i
I

" 1az = 7 - i z g

= 5.23 + 2.86 = 8.09
!
1

The estimate of withln-lot variance was

7 nt

g Z (a 1 + £1St - ¥ik )22 i=4 k=l
s - = .034

I,L

I ,
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2
a_d again, the bet_en lot variance, ;_ _as for the sake of an example, taken to be 0.05. The lo_er
tolerance boundary _as calculated using the formula

L(S) = a i + blS - k = = 8.09 - 0.0763S - k(0.299)

_here S > Sk and

r

= /S 2 + _B2 = 4.034 + 0.05 = .290

and k is the 99/90 tolerance factor for the non-centrai t-distribution corresponding to

_i--4

and

1

t (s - g)2
7 4

£ n I E n£(S i _ _)2 r
i=4 i=l ; "

(_ote that n depends on S).

Analogous fonmlas uere used _o compute estimates of the regression Hue for stress levels at

or helov 30 ks£, and the corresponding lo_er tolerance botmdary. The results obtained vere

= - 0.165
2

a2 = 11.0

and L(S) = 11.0 - 0.165S - k 0.616

Model 3 Least Squares Fit of Log Cycle Life vs Log Stres_ to a Regression Line

In this model It Is assumed that

f(S) = a+ b lo 8 S, i

I i
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and that the with£n-lot variance of 1og cyt:]e life is homogeneous throughout the stress range tested. This

assumpt£on of equal variances could lead to the same problems as encountered in Hodel 1; however, this method

has the _dvantage of providing explicit formulas, estimating f(S) and L(S), which hold throughout the stress

range tested. Estimates of a and b were calculated analogously to the estimates of aI and b I. The resulting
estimate f(S), of f(S) uas

f($) = 18.76 - 8.58 lcg S

The w£thin-lot estimate of _ariance was

s ,= 0.075,

i
and as before the betueen-lot ,:ar£ance was taken to be OB2 = 0.05.

The resuitlng lo_er tolerance botmdary was

L($) = 18.76 - 8.58 log S - k .353. !

I
i

I

L
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FIGURE 1
I

GRAPHOF FATIGUE DATA I,FITH ESTI._IATEDL_IEA:_LOG CYCLE LIFE VS STRESS !

&_IDLOk'ER99/90 IDLEIL_'_CEBOUNDARYFOR LOG CYCLE LIFE i,

It

Code: ..... ___de.____l: Fit sample _ean lo8 cycle life vs. s_ress, vtth corresponding lower (;
tolerance boundary. !;

Hodel._____2:Least squares fit of lo8 cycle life vs. stress to two regression lines,

wtt.h corresponding lower tolerance boundary.

Hodel 3: Least squares fit of log cycle life vs. lo8 stress to a regression

line, with correspondin8 lower tolerance boundsry. |_

! i, ,
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T_I_ 5

SU}_tAR¥OF ANALYSIS

Mean Log Cycle Life Lower Tolerance Boundary

Stress Hodel 1 Model 2 Hodel 3 Hodel 1 Model 2 ._lodel 3

42.5 4.82 4.85 4.78 3.87 3.66 3.63

40 5.zl 5.04 5.00 _.18 4.00 3.89

35 5.29 5.42 5.50 A.37 4.38 4.42

32.5 5.71 5.61 $,78 4.76 4.42 4.71

30 6.03 6.06 6.08 5.11 6.47 4.99

28.75 6.42 6.31 6.23 5.47 4.80 5.13

27.5 6.42 6.47 6.40 5.50 6,88 5.29

26.5 6.84(median) .....
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NERVAPROGRAM NUMSER:RIOt-tP,P-503 REVISION

RELIABILITY PROCEDURE EFFECTIVE DATE:

CATEGORY I_rI

SUPERSEDES:
NU_J.BER:

STATISTICAL A_LYSIS OF MATERIALSTEST DATA DATE_

APPROVED BY: j_j'

l .o PURPOS._.__E

Accurate information •bout material properties is necessary in the desigring of •n item to specified

numerlc•l reliability and in the maintaining of design reliability during subsequent fabrication. However,

for a variety of re•so•s, different specimens ef a given material do not have precisely the same character-

Istlcs, and this variahillty must be take_ into •ocount in test pl•nning end reliability calculations.

Sour,:cs of variability may include inherent non-homogenelty of the material, vendor-to-vendor differences,

heat-to-heat (lot-to-lot) variations, etc. Testing a sample of specimens of • given material according

to • properly designed plan provides partial information •bout the distr;b_tion of values of • parameter

(e.g., tensile strensth), and this information can be ststlsttcally analyzed to provide derived information

such as lower tolerance limits (design allowables). (The test procedure itself introduces further vari-

ability, due to measurement error, test machine vari,Jtlon, operator error, etc., vhich Is taken a_count of

in the statistical analysis.)

The p_rpose of this procedure is to describe methods of materials test planning which are statistically

efficient, •r,G v_'id _ethods of analyzing the resulting data.

The requirement for this procedure is set forth in Data Item R-IOI, NERVAReliability Program Plan.

2.0 APPLICABLEDOCUMENTS

2.1 Data Item R-IO1. NERVAReliability Program Pla,_

2.2 Sh?O-C-I, 8ERVAProgram Structural Design Requirements

2.3 Data Item R-106, Reliability Test end Ev•luetlon Plan

2.4 NPJP-600, Statistical Distributions, Their Appllc•tlons and Tables

2.5 HRP-601, Error in Assumption of Normality

3.o PoLicy

3.1 l_tteriala properties data •re an integral p•rt of the design for reliability process during

both the pre-deslsn analytical activities and the post-design test and evaluation activltio.s.

_ , ,m ,n,
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3.0 Policy (con¢lnued)

3.2 Proper interpretation and application of the methods described herein arc essential for all

engineers influencing the desi_ and analysis of materials tests and utilizi.8 the results of such tests.

4.0 DEFINITtO_S

4.1 CONFIDENCE LEVEL

The confidence level attached to a statement based on sample data (e.g., thee a certain

proportion of a population lles above a calculated tolerance limit) is the probability that the statement

is true.

4.2 p_n___

The power of a test of a statistical hypothesis is the probability that the test will reject

the hypothesis when it is false.

4.3 SIGNIFICANCE LEVEL

t,
The significance level of a test of a statistical hypothesis is the probability that the test

will reject the hypochesls when It is true.

&.4 TOLERANCELINIT

A 100P_/10OV_ lower tolerance limit is a number, calculated from a sample drawn frcm a given

population, which has the property that, with confidence level 100v_, it lies below 100P_ of the population.

5.0 PROCEDURE

5.1 THE NEED FOR STATISTICM, TREA'II_NTOF TEST DATA

ffaterials testing is undertaken to establish properties of materials for u.e in design and

reliability assessment, to compare materials which are competitors for a given applicaLion, to examine the

affects of varying a parameter such as temperature on the nerformance of the material, etc. If all

spectmans of a siren material could be assumed to be identical with respect to the property of interest,

if test conditions could be absolutely controlled and if measurements could be made with perfect accuracy,

then we would need to test only one specimen co set the desired information, and statistical methods would

be unnecessary. In fact, however, none of the above assumptions is realistic, and test results vary from

specimen to rpecLmen even though controllable test conditions do not change. The purpose of statistical I

PAGE 2 OF 33 i
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5.0 Procedure (e_ntinued)

design and analysis of materials test plans is to provide efficient and logical methods of extracting the

desired information from the test data in the face of the obscuring effects of test variability, or

"experimental error". Statistical methods cannot pro'slde Informatlou about materials properties with

certainty, but they can provide a numerical measure of the degree of uncertainty associated with the

partial information contained in the test results.

5.2 EXPERIHENTAL ERROR
|

5.2.1 General

As explained previously, experimental vartabi!ity, or "experimental error" as it is

sometimes called, is the reason for employlng staclstlcai methods in the an_Eysls of test data. ]f we

liken the test data to a signal which contains the desired Inforu_tlon about material properti_,s, we can

think of the experimental er:or as noise which is obscuring the clarity of the signal. The purposes of

experimental design are to mJnlmize this noise, or experimental error, and to provide a measure of it as

a yardstick against which temperature or other effects ma_ be compared. It is of Interes_ to have s_e

knowledbe of the sources of variability, both as an aid to better understanding of the methodology of

test planning and analysis, _nd as an indication of ways in which variability might be reduced.

5.2.2 Sources of Experimental Error

The chief sources of experlmental error In _ate_lals test plannlng may be elasslfied

as follows:

5.2.2.1 Product Variability. Because of such factors as non-homogenelty of the composition

of materials, random distribution of mlcro-cracks, and varl_tlons in fab:Icatlon processes (forging, rolli_g,

etc.)s specimens taken from the same "lot" (sheet, bar, _orglng, etc.) exhibit variations with respect to

mechanical, thermal and physical prcpertles. If specimens are taken from different lots, there may be

additional varlabillty due to lot differences, and tbi_ will be added to experimental error unless

specifically accounted for in the test plan and the a_11ysls. (If the lots themselves come from different

"heats" or batches of parent materlal, this constltute; another source of experlmental error unless

sep.cately accounted for.) i

$.2.2.2 Technlcal Errors.

a. Non-reproduclb_llty of a test condition - e.g., temperature. |

b. Test-to-_est variation in the operation cf a single piece of test equipment.

c. Differences in performance of dJ.fferent test machines.

d. operator error.

e. Operator differences.

[ I ii i
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5.0 Procedure (continued)

5.2.2.3 Measurement Errors. Error of measurement instruments in recording values of response

variables, and error in reading measurement instruments.

5.2 2.% Non-uniformity of Unsuspected, Ignored or Uncontrollable Conditions. Time-of-day

or atmospheric conditions, for example, may not be taken account of as test variables. If they do in fact

influence test results, they are a source of experimental error.

5.2.2.5 Data Processing Errors. Round-off errors, transcription errors, etc.

5.2.3 Reducin_ Experimental Error

Reducing experimental error increases the information available from a given number

of tests, or reduces the number of tests required to deliver a given amount of information. In either

case, the result is a reduction in cost of information, so on grounds of economy close attention should be

paid to the sources of error. All test conditions which can be identified as potentially affecting test

results should be taken into account. Instruments, test machines and operators need to be efficient, and

the testing and recording operations should be carefully supervised. As far as possible testing should be

done at one period of time and in one place, and should be done using as few machines and operators as

possible.

5.2.4 S£stemattc Error

S.2.4.1 General. Though experimental error (noise) obscures the information in the signal

and thus should be minimized, even more serious is systematic error, which can badly distort (bias) the

test information. An example of systematic error is testing all specimens for a given set of test condi-

tions at one time using one machine and one operator, and then testing all specimens for another set of

test conditions at another time using another machine and another operator. The ef,ect of changing test

conditions is then inextricably mixed ("confounded") with time, machine and operator differences.

Systematic errors of this kind can be avoided by introducing such factors as time, machines and operators

explicitly into the analysis (blocking), or by spreading their influence impartially over the various test

conditions (randomization). If it is possible, blocking is to be preferred to randomization for dealing

with .uch factors as test machine "_fferences, because it removes the source of variability altogether,

and thus reduces experimental error. Randcmizatlon removes bias_ but does not reduce the experimental

error.

5.2.4.2 Blocking to Eliminate Systematic Error. A slmpl= _xample of blocking £s where there

are 2 test machines, and 4 specimens to be tested at each test condition. Half of the total specimens are

tested on one machine, 2 specimens at each test condition, and similarly half are tested on the other

" " i
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5.0 Procedure (continued)

machine. This plan is called a randomized complete block design. Hore elaborate blocking schemes are

available, and expert statistical assistance should be sought in planning a test incorporating blocking.

5.2.4.3 Randmlzatiot.. Nhether or not a test plan utilizes blocking to remove some of the

extraneous variability, randomization is an absolutely essential element in the plan if the resultin_

information is to be valid and accurate. Randomization is necessary te rersoveany known sources of bias

(such as test machfn¢ dif£erences), to remove less visible bias (such as intentional or unintentional

"selectioN' of spccime.ns, as when ali specimens tested at one condition were fabricated on one machine,

and all tested at a,_other condition were fabricated on another machine), and finally to ensure that the

error variance is correctly estimated ann that the probabilistic assumptions on which the analysis rests

are reasonably nell satisfied. RandoQization is nc._._tan optional feature of a test plan; if it is not

properly done, little ¢onfid _ can be had in the validity of the results.

As an example of randomization, consider a plan where 16 specimens are obtained from

each of 2 lots, and 4 of the 16 from a given lot are tested at each of 4 test conditions. Suppose the

testing mu_t be done at 2 different t£_ periods. If the plan is blocked by periods, the test gatrix is:

LOT 1 LOT 2

c0 Dmox T ST

cl cz c3 % Cl cz %
Period I 2 2 2 2 2 2 2 2

Period 2 2 2 2 2 2 2 2 2

Randomization would be achieved by allocating the 16 specimens from each lot randomly

to condition/period combinations (2 to each cambination). (Random allocation can be achieved using tables

of raudomnumbers). It _ay b_ pos_.ib!e and desirable to randomize th orde.___.rrof testing within each period,

by putting the 16 specimens into random order and testing them in that o_der. (Tables of random permuta-

tions can be used for this rurpose)- _ it may be necessary to test in r_ndom order in _ubgroups, e.g.,

the 4 specimens at a given test condition.

There may be constraints which, in some degree, prevent blocking and/or randomization.

In the above example, it may be that all tests at conditions C1 and C2 must be done in period 1, and all at

conditions C 3 and C4 in period 2. In this case, confc_nding of condition effects with period effects occurs

and should be recognized. But confounding should be avoided if at aU possibie, even if it involves some

additioual cost. In the above example, if all specimens from lot 1 were tested in period 1, and all from

lot 2 in period 2, the result, if period effecrs are present, may be an erroneous estimate of lot effects,

which may have serious and costly consequeuces (such as requiring further testing).

PAGE 5 OF 33
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; 5.0 Procedure (conClnued)

It is emphasized again chat proper randomlzatlon is vital to the securing of valid

results from costly testing programs. Quallf_ed personnel are needed for this aspect of materials test

planning - it cannot be left to technicians. Noreover, proper supervision is necessary to ensure that the

specified randomization is carried out.

5.3 THE Nbi_BER AND ALLOCATIC_ OF SPEClNENS

5.3.1 Balance in Statistical Design

Given the objectives of a material test plan, a decision needs to be made on the

number of specimens to be tested and their a11ocatlon among lots, test conditions, etc.

As a general rule, every effort shouid be made to ensure that the test design is

completely balanced. By this is meant that an equal number o£ specimens should be tested for each combina-

tion of lot, test condition and block. (If the amount of cestlng required to achieve conq_lete balance is

prohibitive, more coraplex designs involving incomplete blocks, fractional factorlals, etc., may be applic-

able. Such designs will not be discussed in this procedure - expert assistance should be sought if it is

thought that one of these designs may be applicable.) If the design is not balanced, It may be difflculC or

Imposslble to satisfactorily analyze the data, and in any case the results of the analysls are llkely to

be less accurate and informative than those from a balanced design with an equal number of observations.

One aspect of these problems is confounding of effects. As an extreme example of confounding, consider a

design wlth 2 lots and 2 test conditions. If all specimens fro_one lot are tested at one condition, and

all specio_ens from the ocher lot are tested at the other condition (extreme Imbalance), then there Is no

way of separating lot effect from test condition effect - the two are completely confounded. Partlal

confounding occurs whenever there is imbalance in a design.

Achieving a balanced design requires more than slmply specifying equal numbers of

observations in cells. Extra specimens may be needed in case of "bad" tests, accldental destruction, etc.,

and adequate supervision of the te_ting process is required so that the specified number of usable

observations is achieved.

5.3.2 Determination of the Numbers of Observations

The total number of observations required In a test plan in general depends on two

factors: first, the kind and precision of the information desired; second, certain aspects of the under-

lying distribution (e.g., the error variance). While we may be able to specify In advance the nature and

precision of the information we want, we ordinarily have lltcle knowledge of the distribution of the

material property in question. Consequently, sample slze determinations can usually only be rough

: i
!
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5.0 Procedure (continued)

approximations. We give two simple examples to illustrate the reasoning involved:

Example I: Let X represent the "strength' of a random!y chosen specimen of • certain ,utteri•l,
: 2

and suppose X is normally distributed with mean , and variance c . Suppose a part succeeds if X

exceeds a, so that the rell•billty of the part is R - P (X _ •). Suppose G- - s)//-_ 4.75,

so that R _ .9s . We tmuld llke to be able to demonstrate, •t confidence level 95_, that the

reliability is .9 s or more. Hou many s0ecimens should be tested?

A lower 95_ confidence limit on R is obtained by putting k - _ " a (_er_ X and s •res

respectively the sample mean and standard devlatlcn_, and looking up the probability correspond-
X - a

Ing to k in normal tolerance limit tables. Since will exceed 4.75 in about _ of alls

sample_, we have •bnur • 50_ chance of demonstr•tln 8 • probabillty •t least as large •s that

given in the table. Sample sizes for various reliabilltles are given below:

.Sample Size Reli•billty

7 "q2

14 .93

33 .94

144 .95

Thus the answer to the orlg£n_l _,---c=..on'_ _._ £.l_.t _ would need • sample Of 144 observations to

have about a $O_change of demonstrating a reli•billty of .9_ or better with 951 confidence.

(If we wanted k better chance, say 90_, of demonstratlng .gs, • much bigger sample would be

necessary.)

Fats-pie 2: Suppose the variabillty of specimens vith respect to • certain property is the sum

. of two cos_ponents, • lot-to-lot v•rSance (_-62) and a variance trtthln lots (_¢2). ;f • sample
of n specimens is taken from each of I lots, then an approximate lover 99/95 Icier tolerance

llalt (for use in design) is given by X - k sT , vhere X is the grand mean of the l n observa-

tions, s T is an estimate of _T = "_8 _ + _¢2, and k is • tolerance factor found accordlng to

the method of Section 5.4.$.4. Suppone ve want to obtain • k of about 3; hou many lots (X) and

observations per lot (n) should we test? The method of Section 3.4.5.4 can be shown to imply

that to get a k of about 3 ve need

f = n=I (;1-1) (l+R) a - 3.5, where P. = o8=1
(1-1) (n-l) + I (1 + nit)* °¢2"

Suppose R = 114. Then if we take I - 2, we can never achieve f = 35, no matter hc_ large n

is. :f n = I00 (so the total ntnuber of observations is 200), we get f = 21.5 and k - 3.2_.

Houever, if we sample 4 lots (I = 4), ve need only 18 observations per lot (a total of 7_) to

get f - 35 and thus k • 3.

! ! :
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5.0 Procedur_ (continued)

Before testDr_S has been done, we may have only a rough notion of the precision we

require, and we are likely to hav_ only very crude estimates of the degree of variability of the dlstrlbu-

tlo_ involved. He-ever, calculations llke those illustrated above may be helpful in deciding on an

appropriate _n_le size, or on a reasonable allocation of total specimens as regards number of lots and

specimens per lot. If pcsslble, all the testing for a given materlal property should be done at one time.

Although I¢ may be possible to do n_re testin_ after the initial results reveal that more data are necessary

to achieve the required objectives, there are good reasons for atternptln& to avoid this testing by stages.

The time lapse involved may lead to inflation of lot variabillty because of possible differences in testing

machines, operators, testing techni4_es, etc.

5.3.3 Importance of the Numbers of Lots Tested

The minimum number of lots on whlch an estlmate of the lot-to-lot variance can be

based is 2. Exmaple 2 above illustrates the fact that a sample of 2 lots contains very llttle information

ab_t lot varlabillty. Unless it can be confldently judged (before testing) that the lot-to-lot variance

is small relative to the within-lot variance, it is risky to te_t only 2 lots. Ordinarily, it is better,

given a fixed total number of observations, to test more than 2 lots and a correspondingly smaller number

of specimens per lot.

5.4 STATISTICAL ANALYSIS OF TEST DATA

5.4.1 General

lu this section, the statistical analys_.s of a variety of test designs is described

In detail. The list of designs discussed is by no means exht_ustive, but should cover a large proportion

of materials test plans. Statistical assistance should be .;ought in planning and/or analyzing designs not

specifically covered here.

The important topic of planning the experiment in the sense of choosing the test

conditlons and variables, and the levels of the test variables, is not covered in this procedure. These

choices are determined by the information required frc_ the experiment, which, in turn, depends on the use

to be made of the information.

5.&.2 Fixed and Random Effects
I

I
!
;

An important distinction nee,;s to be made between "fixed effects" factors (test I

variables) and "random effects" factors. A factor is a fixed effects factor if its levels are set, or Iv

fixed (e.g., temperature levels); on the other hand, it is a random effects factor if its levels are

J

|
t

1
I '• i

i
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5.0 Procedure (conclnued)

supposedto be chosen at random from a whole population of possible "levels" (e.g., production lots of a

material.) Mhether a factor is fixed or random has a radical effect on the analysis of the data. Ordln-
i

arily in materials testing the only random effects factor will he lots (bars, sheets, forgings, etc., which

may be from the same or different heats.) Typical fixed effects factors are temperature, directionality
i

of measurement, and radiation level. If material is being obtained for testing from different vendors, ]

then vendors will be either a random or fixed effects factor, depending on whether the vendors represented

in the test are, or are not, considered to be a random sample £roma "populatio_' o£ vendors (this decision i
would depend on whether or not future material procurement would be restricted to the vendors represented I

in tha sample). [

5.4.3 Interactions [

In the designs discussed, therpis either 0 or I randc_neffects factor (lots), and O, i
I or 2 fixed effects factors (exemplified by temperature and direction). Interactions between fixed l

effects factors are specifically accounted for in the analyses presented, but interactions between lots

and fixed effects factors are assumed to be zero. (Interactions are present if the differential effects

of changing the levels of one factor are not the same for all levels of the other factor.) Though in

many cases that may be a reasonable assmnption, the data should always be inspected to see if such inter-

actions are apparent. This can be done by plotting the means at different temperatures for each lot,

Joining the points and seeing whether the resulting curves are roughly parallel, as they are in the

followlng graph:
i

Lot I t

i, _

t"

i ! I i I I I .
Temperature

If the curves are not approximately parallel, the implication is that lot-temperature interactions may be

present. In this case, statistical assistance should be sought in performing further analysis.

° i
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5.0 Procedure (continued)

$.4.4 Interpretation of Lower Tolerance Limits

One of the chief purposes of materials testing is to derive lower tolerance limits

(design allowables). The methods described in this procedure for deriving these limits carry some implicit

assumptions about future material procurement. The assumption of the derivation is that we are sampling

from a hypothetical population of material, which consists of all material which might be produced by the

vendor(s) represented in the sample, using processes, raw materials, etc., essentially similar to those

used in producing the sampled material. We derive a number from the sample which with a specified confi-

dence level Is a lower bound with respect to the property in question on 99Z (say) of the population.

Using this number in design, etc., implies that -ahen we purchase material for fabrication, we expect to

obtain a random sample from the same hypothetical povulation as that sampled at the time of testing. There

are several reasons why this may be an unrealistic assumption. First, we may not know whether purchases

for fabrication w¢11 be from the vendor who supplied the test matertat. Second, even if the vendor is

the same, his manufacturing processes, etc., may have changed in the time interval between testing and

fabrication. Third. no account is taken of the possible effects of acceptance testing.

No attempt is made here to suggest alternative techniques to deal with these

considerations, but their existence needs to be recognized in interpreting the results of analyses given

in this procedure.

5.4.5 Analysis of Several Experimental Layouts

The statistical analysls of several experlmental layouts is presented below. This

analysis includes : ,,

(a) An estimate of the mean response for each given test condition;

(b) tat estimate of the _:ithin-lot variance of the response and, when more than one i
lot of specimens is to be tested, an estimate of the variance of the response

_hich takes lot-to-lot variation into account; i
!

(o) Tests of various hypotheses; !

(d) A 100PZ/100_'% lower tolerance limit for the response.

The analysis of variance calculations can be performed using a computer library program, for example !.

"ANVAI" or ANVAS" in the C.E. Nark IT Time-Sharlng Service.

5.4.5.1 One Lot, One Test Condltion. Assume that one lot of specimens is to be tested for

the response to one test condition. The model equation is: Yi = _ + ¢i ; I = 1, 2, ... n, where ¥I

is the response, _t is the mean response to the given test condition and ¢i is a term representing the .i '

"experlmental error". In Case 1 and all the other cases, "¢" with any number of subscripts represents the i i
I -

it will always be assumed that ¢ _ N (o, _¢_), and that the ¢'s are mutuallyexperimental error;

I i •
PAGE 10 OF 33 !
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5.0 Procedure (continued)

Independent (_¢ is the variance of the experimental error).

n

An estimate of _ is _. = E Yl / n
l=l

n

2 is s _ E . _.)21 (n- l).An estimate of _¢ = (Yli=l

(Note: In all cases replacing subscripts of a variable by dots indicates summing that variable over the ,.'..

n Further,
ranges of values of the subscripts which are replaced by dots. For example: Y" = Y Yi

i=l I

a bar placed over a dotted variable indicates that the dotted variable is divided by the total number of {

o [
observations involved in the summation. For example: _. = E Yiln .)

t=l I
A lower I00P%/I00_% tolerance limit is _. - ks , where k is the appropriate tolerance z

I
factor (k is obtained from the Sandia Corporation Tables, Reference 2, Table 2, pp 27 - I05). t

L
5.4.5.2 One _ot. 0he-way Classification of Test Conditions. Assume that one lot of specimens '.

is to be tested for response to a one-way classification of test conditions (say temperature). The model is: !

_ YI"3 = _ + Ti + ¢iJ ; i = I .... , I and j = I .... , n i Ti is the effect of the i th test condition, !i

i while _ is the overall mean response for all test conditions, if:
i

I

Analysis of Variance (ANOVA) I_
!

Source of Variation Degrees of Freedom Sum of Squares Mean Square Expected Mean
K

(Source) (d.f.) (S.S.) (M.S.) (E.M.S.) t"
L"

I Z

Between test conditions I-I SSB = E ni(_..-_..)2_ F_B = SSBl(I-l) a_ +ElniT,_l(I-1)i= z :"i=l ¢ =

!

I I n I !.

Error f = Y. (at-l) SSE = E Y (¥1j " _i ")_ HSE = SSE/f o_i=l i=1 J=l

- Total I SST Z E 1 (YIJ " _")_
1 i=l J=l

r

n

An estimate of _ + Ti (the mean response at test condition i) is _i" = y i Yij/ni
J--I

An estimate of o _ is s2 = _E.
¢
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1976068941-062



NERVA PROGRAMPROCEDURE NO:RIO|-RP-503
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5.O Procedure (continued)

To determine whether there are significant differences in response for different

test conditions, the hypothesis that Ti = 0 for i = I, ... , I is tested at the lO0_Z significance level
(e.g., _ ffi .05). Let F =HSB/HSE, and let

Pl-_; I-1, f = the upper 100 (1-_)Z point of
the F-distribution with I-1 and

f degrees of freedom

(cf. NRP-600, Table 5.4.10, p 174 ff, where df I = I-1 and df 2 = f). If F > FI._; I-l, f ' then the hypothesis

that Ti = 0 for i = 1, .. , I is rejected, and it can be concluded that, at the 100_% significance level,

there are significant differences in response among test conditions. If F _ FI._; I-1, f then it can be

concluded that at the lO0_Z significance level there are no significant differences in response among test
conditions.

To test whether there is a significant difference in response between test condition

i and test condition J (for some particular i and J) at the 100_Z significance level, let

t ffi _l-Yi. +1"_j'l • and let tl.ff/2; f ffi the upper 100 (1-ff/2)% point of the t-distribution with f degrees of _
n i nj freedom

(cf. NRP-600, Table 5.4.9, p 171 ff., where df = f). If t > tl__/2; f it is to be concluded that at the1
100_% significance level, the mean response at test condition i significantly differs from the mean response

at test condition J. If t _: tl._/2; f it is concluded that the mean response at test condition i does not !
significantly differ from the mean response at test condition J, at the 100@Z signlficance'level. ",t

Let k be the 100PZ/100yZ tolerance factor obtained from the Sandia Corporation Tables ':
I

(Table 4, Reference 2, pp 163 - 252; in this table, take n = n£ and f = Z (hi-l)). If appropriate values -.
ill i i

are not tabulated, use the computer program "TFAC*_', to compute k wlth m = ni, f --Z (hi-l). (The use of
i=l

"TFAC*_' is explained in Appendix I.) The lower tolerance limit for the response at test condition i is

then_i. " ks. •

,. 5.4.5.3 One Lot, Two-way Classification of Test Conditions Assume that one lot of specimens

is to be tested for the response to two different kinds of test conditions (i.e., a two-way classification

of test conditions, say temperature and direction). The model is YiJk = _ + Ti + D_ + (TD)ij �¢iJk'
where i = 1, ... , I, J ffi 1, ... , J, and k = 1, ... , n. _ is the overall mean response for all test !

conditions. Ti is the effect of temperature i, Dj is the effect of direction J and (TD)Ij is the temper- :_
ature-direction interaction at test condition ij. ;_,

_i•li i i iJ i
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5.0 Procedure (continued)

ANOVA

Source d.f. S.S....._ N.S.__- E.M.S.__.._.

i i
Jn £ T/.2

Between Temperatures 1-1 SSTe = Jn :_ (_t " _'" ")_ SSTeI(Y.-1) o a+
1=1 "" ¢ 1-1

j

In E Vj:_J J=l

Betl,een Directions J-1 SSD = Inj_Y- (_ j - _...)_ SSD/(J-1) a z + J-1 Ii=l " " ¢

n Y E (TD) _

• Temperature-Directlon I J I=1 J=l 11 :

Interaction (l-l)(J-1) SSI = n Z Y (_i _i. " _.J.+ _" ")_ °_+
1,=1 J=l J'° " • (I-1) (J-l) :-_

SS1/(I-1) (J-l) t.
f.
I.
i

z J n i
I

Error IJ(n-1) SSE = Z Z Z (YiJk " _lJ.)_ SSE/IJ(n-1) oea iI=1 J=l k=l J

!.

,: I J n :.

Total IJn-I Y. Y. Z (YiJk " _''')z
I=1 J=l k_l

An estlmate of the mean response at test condition lJ (_ + Ti + V4. + (TV)lj) is_ -- n II

YIJ = _: YtJk/n "_- " k=1

An estimate of the error variance, _ , is s_ = MSE = SSE/ IJ(n-1) o

/
!

To test whether there is a significant temperature effect, compute

- FTe = [SSTe/(I-1)]/s _, and conclude that there is a significant _.emperature effect at significance level

lOOceXIf FTe > Fl-ot; I-1, IJ(n-1).

/

I , ,,

PAGE 13 OF 33
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NERVAPROGRAMPROCEDURE NO:,o1-.-5o3
t

5.0 Procedure (continued)

Similarly, compute FD - [SSD / (J-l)]/s _ and conc2ude that there is a significant

direction effect at significance level I00o?. if FD > FI-_; J-l, IJ(n-l) "

The existence of interaction between temperature and direction can be tested by

computing FI = [SSl / (l-l)(J-l)_/s 2 and concluding that there is significant interaction at the I00_.

significance level if FI > FI._; (l-1)(J-l), IJ(n-l) "

To test whether the mean response of the i th temperature equals the mean response of

the jth te_erature, compute i'

,

and conclude that the mean effect of temperature t differs from the mean effect of temperature J at the i

100_ signzftcance level if tTe > tl._/_;i3(n.1 ) . J
i

Similarly, one can compute j

% : [_.i." _.1-[ I
s _/2/(In) t

t

and conclude that the mean response for direction I significantly differs from the mean ":esponse for

direction J at si_i£1cance level 100_ if CD > tl - _/2; I3(n-1) " _i
I,

The lower 100PZ/100_Z tolerance limit for the response at test condition iJ is . -

_iJ. " ks , where k is obtained from Table 4 of the Sandla Corporation Tables (n = n, £ = 13(n-l)). I£ "_

appropriate values ar_ not tabulated, use the computer program "TFAC_a' to compute k, wlth m = n and

f = I3(n-1).

5.4.5.4 I Lots, One Test Condition. Assume that I lots of specimens are to be tested at

one test condition. The model is

YlJ = p + 5i + ¢1J '

where i = 1, ... , I and J = 1, ... , n i . It is assumed in this case, and all of the following cases,

the Gi, s are Independent of each other and of the ¢'s and that 5i _ N(o, a&_) for t = 1,2, ..., l . i
that

(Gi is the random effect of tho i th lot.)

i

(._.
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5.0 Procedure (continued)

ANOVA (

Soure.___._e d.f.___ S,S.._. M.S____. E..,H,S,_._.

I

Between Lots I-1 SSL = _ ni (_i. " _")_ MSL- SSLI(I-1) 0¢7 + noo _i-1

I I ni

Withln(error)Lots f =i=l_ (hi'l) SSE =iffil_ J=IY (YiJ " _i! _ MSE= SSE/f o¢z

Total n -1 Y. Z (YJJ " 9..)2 ?i=l 1=1 Jr1

: In the above ANOVA, no ffi 1 ill

(1-1) Y ni1=1
4'

The estimated mean response to the given test condition is 7. .

The estimate of within-lot (error) variance £s MSE.

Lot-to-lot variance is estimated by (F_L - MSE) /n o .

One may test whether the lot-to-lot variance is significantly greater than zero by

., using an F-test; this test is highly sensitive to departures from normality and hence needs to be inter-
; MSL

preted with caution. To per£om this F-test, calculate FL = MS"-E and conclude that the lot-to-lot

variance is significant at the 100_7. significance level if FL > FI-_; I-I_ g '

The lower IOOP%/IOOyT.tolerance limit for the response is given by _,. - ks T, 1,sere

no -IsT ._ _ MSL + -- MSE
no no

(s T is the estfmated variance of tb.e response taking lot-to-lot variation Iv_o account), and k is the

IOOP%/IOOvT.tolerance factor computed from the computer program "TFAC_" using values of m and f calculated

with the £oll_Ing formulas:

,m i i

PAGE 15 OF 33
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NERVA PROGRAMPROCEDURE NO:.lOl-._-so3

5.0 Procedure (continued)

° '--,. ., l °°

(f is the approximate degrees of freedom for STY);

"_'l [MSL+ (% -1) _se]
0

m- _ 'F (I-1)elSL-_,s_) 4-Ms_'l
I I 2 I -jZ n i *1

,-1 L_i=l I/*--I

However If MSL <NSE (which would result in a negative estimate of lot-to-lot variance), the 100P_/100_%

tolerance limit is given by _.. - kl_E, where k is obtained from "TFAC*_' with

l I

m =_ u i and £ = E (n£-l)
O

i=l i=l

5.4.5.5 I Lots, One-Way Class££tcation of Test Conditions. Assume that I lots of specimens

are tested for response Co J test conditions (say temperature levels), and chat there is no interaction

between lots and temperatures. The model is YiJk = _ + 8i + Tj + ¢iJk ' where a, 6i, Tj, eij k are as
described above.

ANOVA

Sourc_____e d. f_._._. S. S___. M. S_l._. E.t4. S.

I SSL
Between Lots I-1 SSL = Jn Z (_i " _ )_ HSL = I-'-_ aO+ Jn _t

J
T. _3 SSTe

ae_+ In
Between Temperatures J-I SSTe = Inj=lY (Y'j ...." _ )_ HSTe= j.--_ J-I

Error f = IJn-I-J+l SSE = SST-SSL-SSTe HSE = SS._E ot£

I J n 'I '

To_al IJn-1 S$T = Y. _ E (YiJk " _...)2£'1 J=l k-I

I

i i
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NERVA PROGRAMPROCEDURE NO:.,o,-._-sc,3
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5.0 Procedure (continued)

The estimate of the mean response at test condition J is _.J.
I)

The estimate of error variance Is HSE. Ii

The estimate of lot-to-lot variance is HSL-MSE
Jn

The estimated variance of the response at a given test condition is

s = NSL Jn-__._l NSE
ST Jn + Jn

To test whether the lot-to-lot variance is significant, compute FL =MSL/NSE ,

and conclude the lot-to-lot variance is significant at level IO0_.Z if FL > FI-_; l-/,f (th_s test Is

_: sensitive to non-normality). _[i

, The test for temperoture effect is accomplished by computing FTe = HSTe/MSE a.d ;

L
concludtng Chat there is a slgnlflclant temperature effect at slgnlf£cance level 100cvZif FTe > Fl.c_;j.l,f" I

t

One can test for th_ difference in response between temperature i and temperature J

by computing -- . i,
t - IY'i" _.i._L_--

j 2 M_' B:' In

and concluding that, at significance level I00_%, temperature i differs from temperature J if

t > t1._/2; f .

:- The lower tolerance limit for the respons.,at tempcrature J is given by _.j. _ ksT ,

: where k is the one-slded 1OOPZ/1OOyZ tolerance factor computed using "TFAC*_a'wlCh

and s_
_,' m m

+
.!
#
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14ERVAPROGRAMPROCEDURE .o: Rlol-NR,_-5o3

5.0 Procedure (continued)

If NSL <NSE, the tolerance limit is _ - k HSE, wher_ k i_ obtalv_d from"TFAC*_' with m = In and
.J.

f = I3n-I-3+l.

5.4.5.6 I Lots, Two-way Classlffcatlon of Test Conditions. Assume tha. there are two-ray

classification of test conditions (say temTerature and direction) with I lots of specimens. Assume, further,

that the temperature-lot, direction-lot and temperature-dlrection-loc interactions are zero. The model is

YlJkh = _ + 81 + Tj + Dk �¢iJkh"

i
i

!
I

i
i
o..

(

I _
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i a'

1976068941-069



NE.',VA PROGRAMPROCEDURE .0:_lol-N_-5o3

5.0 Procedure (continued)

q-q

_w_ _ = _o_
m-t _ 1=4
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NERVAPROGRAMPROCEDURE NO:RlOl-._-5o_

5.0 Procedure (continued)

The estimated mean response at test condition Jk Is Y.jk. "

]MiSL-I_SE
The estimates of oc2 and a6_are respectively NSE and JKn

The estimated varlenee of the response at a given test condition is

_ �_HSE

To test for temperature effects, for direction effects, for interaction between

tc-_peracure and direction, or for lot-to-lot variance, compute F = NS/NSE _here MS is (respectively)

HSTe, 14SD, HSI or NSL. Conclude that the effect tested is signlf!cant at level I00_ if the corresponding

F is greater than Fl__;h, f vhere h is the degrees of freedom of the S.S. for the effect tested (e.8._ if

-- the temperature effect uere tested, h _ould be 3-1).

To test the difference between response at t_mperature i and response at temperature

j, c_.te i _.i.. " _.I.-[
tTe = t--

and conclude that the difference is significant 4--_ level 10(_ if tTe > tl.o/2;f.

Slailarly test for a difference between direction i and direction J by computing

I_.._.-_.._.I%=

and concluding that the difference is si&ulficant at level 100_r_ if t D > tl.<r/2;£"

The lower 100P7./10_7. tolerance limit for the response at test condition Jk is

Y.Jk. - k s T , vhere k is the tolerance factor computer by the "TFAC a_e' program vith

and !

..,,4/_,[,,,, ,,,,.-,,,_'_- �--v-
If NSL < NSE, the tolerance limit is Y.|k. " k NSE, where k is obtained from "TFAC _' with
m = In and f = XJKn-I-JK+I.

-I 1.\ • • I | • i
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NERVAPROGRAMPROCEDURE .o:

!

5.0 Procedure (c_tinued) ]

i
5.5 ANALYSIS OF U_BAI._CE_DESIGNS

!
Apart from one-ray classifications, all of the analyses discussed in Section 5.4.5 refer to I

balanced designs, that is, designs in which there are equal numbers of observations for lot-test condition

combinations. If complete balance Is not achieved, the emthcds of Section 5.4.5 cannot he directly applied. I_

There are various methods vhichmight be applicable in analyzing an unbalanced layout, such as missing-value [
techniques and multiple regression methods. But each case needs separate consideration, and scatisrical |

z

assistance should be sought in analyzing unbalanced test data. Cost of ana_ysls, as well as strength of |
I

information derived, is another consideration pointing to the desirability of achievlns balance in test

data. i5.6 _ ASS_X(_ OF t/ORI_LITY

i
The models of Section 5.4.5 assume that both lot effects and experimental errors are normally

distributed. For example, in the case of I lots and a one-way classification of test conditions (assuming
i

zero interactions between lots and test conditions), the model equation is !
t
r

YiJk _ _�_i + Tj + ¢IJk ' i
i

and we assL_e that

3

6[ _ N(o,o62 ) and ¢lJk " N (o,oc_), i

all of these randc_ variables (6's and e's) being independent. The effects of departures from the normality

sssumptlon are discussed in t_Po601, "Error in Assumption of Normallty _'. Brlc ". tests for the e_istence

of test condition effects are not seriously disturbed by non-normallty, b_t t: _out variances (e.g., the

test that o6_= O; the test for homogenelty of error variances) cam be badly upse. _ the distributions are

not approxlamtely normal. Note Is said about tests for h_mogenelty ,,_ variances In Section 5.7.2.

As far as tolerance limits are concerned, severe non-normallty could undoubtedly have a

serious effect on the _esults. Ordinarily, however, material property distributions can probably be expected

to be not too far removed from the normal, particularly If the coefficient of variation is small. Thus the

tolerance llmlC determinations inmost cases are probably not far vrong, provided the other assumptions of

the model hold.

i
If it Is suspected that the data are not normal, then the tests or graphical techniques g_ven !

t

inN RP-600"SCatlstlcal Distributions, ThelrAppllcatlons, and Tables", or In NRP-601, might be applied, i
!

and perhaps a normalizing transformation might be considered. Ordinarily, however, there will be ton fev !
observations for the successful application of such techniques. [
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5.O Procedure (continued)

Sometimes a variance-stabilizing transformation (see Section 5.7.5.1) has the b_3ppy effect of

maklng the dlstributicr.s more normal, but ordinarily, for materials distributions with small coefficients of

variation, such transformations will not have much effect on normality, either -eavorable or unfavorable. On

the other hand, if ceil variances are approximately equal, an attempt to apply a normalizing transformation

may cause serious inequality _f variances.

5.7 UNEQUALERRCR VARIANCIES

5.7.1 General

All of the models discussed in Section 5.4.5 ass_ne that the error varJ.ances are

equal for all lot-test condition combinations. For example, in the case of I lots and a one-way test condi.-

tiou classification, the model equation is (assuming no interactions between lots and test conditions)

YlJk = _ + 6t + Tj�eij k , and the assumption is made that ¢ljk _ N(°'a¢ 2)' so that

the error variance i c asstmed to be the same (o¢ 2) for a.tl lot-test conditior, combinationsij.

5.7.2 Testl_._ for Variance Hom_. eneit_-

If the test design is balanced, then inequality of within cell variances does not

seriously a,=fect such tests as the F-test for existence of test condition effects (see Scheffe, Ch. I0,

Reference 3). However to!erance li_ts are concerned with the behavior of a material at a glven test condi-

tion, and need to be calculated using an estimate of variance at that test condition. Consequently, if the

within ceU variances are in fact unequal, then using the pooled estimate of within variance as described

in Section 5.4.5 may lead to substantlal error. Because of this, it is advisable to check the assumption

of equal variances by performing a statistical test f_r homogeneity of variances. Provided the total number

of observations is not too small (about 50 or more), the .lackknife test, which is described in N.ql_-601,

"Error in Assumption of Normality"_ is recommended _or this purpose. This test is _ch less sensltive to

non-normality of the data than the usual normal theory tests (Bartlett's test and Box's modification of

Bartlett's test). If the total number of observatlons is less than 50 then It is recommended that Box's

test be used.

5.7.3 Box's Test for Homogeneity

Box's test is performed as follows:

5.7. L Suppose there are k cells, with nI observations in the i th cell. LetXij be th_

_th observation in the i th cell. Compute

(
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5.0 Procedure (continued)

ni ni

ni.i E (Xij - Xi.) 2 where Xi. = _-i J_l XiJJ-I

k

5.7.3.2 Let N = X n i . COmpute
i=l

M = (N-k) log _ (hi-l) s (N-k - E (hi-l) log si2
=I i=l

A = 3(k-l) 1=1 ni'l N k !
?

fl=k-1

f2 = (k+ 1) /A _ i l

b = f2/(l-A+2/f2)

F : f2H/fl(b-H) J[1!

5.7.3.3 If P > _;_, f_ (,here F 4. fa. is the 100c_ point of the P distribution with ]t

[1and fa degrees o_ freedom), then the test casts doubt on the hypothesis of equal variances at the I0_%

significance level. A program "BXTES_' has been written for the O. E. Hark 11 Time-Sharlng Service to

perform the above calculations - this program is listed in Appendix 2.

I
As pointed out in NRP-601, Box's test (which is a slight modification of Bartlett's

: test) can be severely affected by non-normality of the data. Positive kurtosls, for example, makes the true '

significance level of the test greater than the nominal figure. [-
I

5.7.4 Si_nificance Level and Power of Tests for Homogeneity I

In deciding on a significance level for a test of homogeneity of variances, two ::,

factors need to be considered. Firstly, the significance level is the probability of erroneously rejecting
|

the hopothesis of equality when tt is in fact true, and so from this point of view, we would like the signifi-

cance level to be small. On the other hand, we would like the probability of rejecting the hypothesis when

the variances are not equal (the power of the test) to be large. But for a given sample size, the smaller _"
k

we make the significance level, the sma|_er the power of the test becomes, so we must compromise between the !
I

conflicting requirements of small significance level and large power, I"

I

i I
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5.0 Procedure (continued)

If we erroneously reject the hypothesis of equal variances when it is true, we may

be led to using method_ of analysis which are less satisfactory than those of Section 5.4.5. On the other

hand, if we erroneously accept _be hypothesis when it is false, and use the methods of Section 5.4.5, our

lower tolerance llmit calculatlons may be in serious error.

The pcraer of tests for equality of variance is not great for moderate sample sizes.

For example, if there are four ceils with ten observations per cell, and the true variances are in the

ratio 1:1:4:4, then the Box test with 5% significance level will correctly reject the hypothesis of equality

for only 68% of all samples (i.e., with probability .68). Hence with probability .32 we would have a con-

s!derab!e error in our tolerance limit calculatlons.

To Impr_e the power of the test for homogeneity of verlances, a commonly used

significance level in materials testing is I0%. This means that we will erroneously reject the hypothesis

10_ of the time, but we cannot avoid all error with only a llmited amount of information at our disposal.

5.7.5 Treatment of Unequal Error Variances

If the hypothesis of equality of variances is rejected, the first step to be taken

is an investigation of the data, the testing procedures, the source of the material, etc., to see if there

are any anomalies which might cast doubt on the validity of the data. There may be sound physical reasons

for supposing that variances are unequal at different test conditions; bu_ if the problem appears to be

unequal variances in different lots, then the data should certainly be regarded as suspect.

5.7.5.1 Variance Stabilizing Transformations. If there appears to be no reason for doubt-

ing the validity of the test data, the next step is to check the possibility of transforming the data so as

to achieve variance homogeneity. Such a transformation may be successful if there i_, approximately, a

simr1_ r_lation between the cell means and cell standard deviations, i.e., o i ffi h(_i). In this case, trans-

forming the _ata by the function g, where g(x) = k_ dxh(x) , may produce approximate equality of variances.

For example, if oi_c_ i (i.e., standard deviation approximately proportional to mean) then the logarithms

of the orlginal data should have app_oxlmately equal variance. If _i_'c_i, the square root is the
appropriate transformation function. Cell means should be plotted agains cell standard deviations to see if

there is a slmple relation between the two_ from which an appropriate variance-stabilizi_ transformation

can be derived.

As discussed In NRP-601, if the coefficients of variation of the data (ol/_l) are
small, then transformations llke log x, JX- etc. should not have a significant effect on the no_mallcy of

the data.

(
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5.0 Procedure (continued)

5.7.5.2 Alternative Heth_Is of Analysis. If after a transformation, a test for variance
-i

homogeneity indicates that the transformed data Is homogeneous, then the methods of Section 5.4.5 can be

applled. If a satisfactory variance*stabillzlng transformation cannot be found, then other methods of "'

analysis must be used. Some natural division of the data may be indicated, with variance equality withi_

each division. For example, it nay be possible to get a pooled estimate of error variance from data from

different lots, but the same test condition. This estimate _ould then be used in deriving a l_er tolerance

limit at that test condition. Each case needs to be indlvidually considered, and statistical assistance

should be sought in dea!ing wtth these special analyses.

5.8 PROBLENS OF INADEQUATE INFORMATION FROM TEST DATA

5.8.1 General

It may happen that, after test data for a material property are collected and

: analyzed, it is found that there is inadequate information contained in the data. Such a situation may

occur if problems such as imbalance and heterogeneity of variances preveut the use of the powerful analytical

methods of Section 5.4.5. Or it may occur simply because there were too few observations to achieve the

precision of information required (for design, reliability assessment, etc.)

5.8.2 Unusable Lower Tolerance Limits

, As an example, consider a case where n specimens are to be tested from each of I lots

of material at a single test condition, and a lower 99/95 tolerance limit is to be found on the property in

question. According to the method of Section 5.4.5.4, an approximate l_aer 99/95 tolerance limit is given by

_.. - k sT

where _.. is the grand mean, s T is the estimated standard deviation of the entire populatlon, and k is a

tolerance factor whose size depends on n, I and R, the ratio of the lot*to*lot variance to the error vari-

ance. If I and/or n are small, and R is not very small, it can happen that k is quite large and, hence, that

the lower 99/95 limlt is very low. To illustrate, suppose I = 2, n = I0 and R = 1. Then k is about 6.

If the true population mean and standard deviation are 40 and 2.5 respectlvely, this means that about 50%

of the time (i.e., for about 50% of aU samples), the lower 99/95 found will be 40 - 6 x 2,5 ffi 25 or less.

(The true lower 99_ point of the population is 40-2.326 x 2.5 = 34.18.) Such a number may be uuusuable for

design purposes. What is to be done to achieve a practicable design allowable?

I i =-
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5.0 Procedure (continued)

In the above example, we assumed that the true ratio of lot-to-lot variance to

error variance was 1. Nhen dlfflculties of the above kind occur in practice, the first step to be taken

is a thorough _nvestigatlon of the data, the testing procedures, the source of the material, etc., tQ

determine If there are any anomalies which mlght cast doubt on the valldlty of the data; specifically,

which might have resulted in an inflated estimate of lot-to-lot variance. It needs to be recognized, however,

that very small lot sample sizes (I = 2, for example) contain llttle information about lot variability, and

that a fairly large estimate of 1hi-to-lot variance may be legitimately obtained even if the true variance

Is relatively small. Furthermore, If the lot-to-lot variance is not small relative to the error variance, .:;
then the above example shows that the small number of lots tested will, in a large proportion of samples,

inflict a heavy penalty on the design allowable. In these cases, the low design allowable Is not due to !!!

the nature of the material, but Is due to the fact that insufficient information about the materlal was ,;i

obtained from the small number of lots tested. II!

$.8.3 Solutlons to the Tolerance Limit Problem

The obvious answer to such problems Is to test more lots, and that is what should

be done if It is possible. But cost or time constralntsmay prevent the collection of more data, and hence

some means must be found to get usable answers from the avallable data. Three methods are given below for

estimating a lower 99/95 tolerance llmlt (design allowable) when the dlfflculty described in the example

above occurs.

5.8.3.1 Estimated Upper Bound on Lot-To-Lot Variance. The first method requires that a

conservative estimate (an upper bound) of the lot-to-lot variance be derived, using whatever relevant

evidence is available. Such evidence may include published data on the material in question, experience "

with similar materials, Information from vendors, etc. In no case should the assumed upper bound be less

than the estimate of lot-to-lot variance calculated from the data. If, in the Judgment of the responsible

engineers, there Is not sufficient evidence to support such a conservative estimate, then thls method should

not be used.

OB_ upper 2 be the calculated _:1.et be the assumed bound on lot-to-lot variance, let A_e

estimate of error variance, having f = I (n-l) degrees of freedom, and let _.. be the grand mean. Then an i

approximate lower 99/95 tolerance limit Is given by _.. - 2.326 _B " k#_¢ ' where klis found as follows:

derive k from the computer program "TFAC*e' with f = I (n-l) and r_

Jo; "°B -!

and let k = k (JOB _ �"a B ). , •
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5.0 Procedure (continued) i

(For desIsns other than that with I lots and n observations per lot (I test condition), the values of f

and m are calculated differently, and statlstlcal assistance should be sought In applying this method.)

5.8.3.2 luterpolatlon Between Adjacent Test Conditions. It may happen that, when anelysln 8

test data obtained at several test conditions, usable design allowables are derived for all test conditions

except one intermediate condition. (For example, suppose test temperatures are -I00, RT, 100, 200 and 300,

and that only the design allo_able at 200 was usuable.) If the usable values appear to lie on a smooth

curve, and if there appears to be no physical reason for expecting a deviation from the curve at the test

condition corresponding to the unusable value, then a design allowable can be obtained by regdlng the value

from the curve at the test condition in que_tion. This method cannot be used if the problem test condition

is an extreme, i.e., lies at one end or the other of the range of conditions.

5.8.3.3 Use of the Lowest Lot Mean. If it can be established that adequate control can be

exercised over material procurement, than a design allowable could be obtained by computin 8

[I_. " k_¢ , where _ [1_. is the lowest observed lot
mean

(calculated from m observations), do_ is an estimate of error variance having f degrees of freedom, and k

is the tolerance factor obtained from computer program "TFAC*_' using the above-mentioned values of f and m.

The rationale of this method is that procurement control (through acceptance

testing, etc.) will ensure that future lots will not be purchased if the lot mean falls below_l __ . , and
hence the method cannot be used unless it is considered that such control can be successfully implemented.

6_0 APPLICABLILITY

6.1 The guidelines and methods discussed in this procedure are applicable in planning and analys-

ing materials properties tests.

6.2 Data Item R-106 will define and identify the methods whereby materials properties data will be

used in reliability assessment of the _IERVA engine and its parts.

7.0 RESPONSIBILITIES

7.1 The proper use of the methods described herein are the responsibility of each cognizant

engineer using these techniques. These will include:

i i , i i
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7.0 Responsibilities (conttnued) !

7.1.1 14atertnls enstneers in plannlns and au_tlyzlns materi,11e properties tests, i_

7.1.2 Rellabiltty ensineers in essessment of rellabiltty.

7.1.3 Deslsn ens/neers in _s/nsmaterlals data.

8.0 REFERENCES

(I) llald, A., Statistical TheorT.wlth Enslneerln_ Applications, John Wiley (1952)

(2) Owen, D. B., Factors for 0ne-stded Tolerance Limits and for Varlables Samplin_ Plaos,

Honosraph No. SCR-607, Sandl8 Corporation, Albuquerque (1963-1964)

$

(3) S¢heffe, H., The Analysls of Varlance, John Wile_ (1958)

(4) Snedecor, G. W., sud Cochran, W. G., Statlstlcal Hrthod__s, Zova State University Press (1969)
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APPENDIX1

COt_UTERPROGRAM"TFAC*_'

. : TF&C** is a FORTRANprosramwhich computes the lower IOOP_/IOOv_ tolerance factor fo_ siven

(a) P = desired probability;

(b) V - desired confidence level;

(e) m - sample size o£ the mean;

(d) f - des_ses of freedom for the standard deviation.

(Note that m and f are not necessarlly intesers.) The user is also required to supply the number
z_

1 - x2/2

zF sati,fyi.s • - S 4_- •
e_

(Zpmay be found in the usual tables for the cumlatJ.ve nora,1 distribution £unctic_n - e.8.. that
in NRpo600, p. 148 ££.), and a startins constant for the prosram's bialt_ search routine, which

.my b any number betveen 5 and 10.

An example of the input and output of the prosram (on the G.E. Kark IX Ttme-Sherln8 Service) appears

below:

NSIRED RELIABILITY & CONFIDNCE LEVEL_. e99Pe95
m_ q _

sA_,Es_EsoF,_,, , STD.D_,'ATIO,',.:_'._;_';'
INV. OF NORM, CU_. DIST. FUMC, (CORRES. TO REL,)? _._6

STARTI._G CONSTA,_ITFOR BI_IARY SEARCH ROUTINE (USE 5-10)?7

TOLERANCE FACTOR = 5,16517162

The prosram is listed below:

i
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%

kppen4tx 1 (continue4)
I

t P"_.C,I,,I, b_/10170

60C r'.,_.._-"1,"4 iJ ".::.LJI_': IJLE._,_,_.CE F_CI.),tJ ,_lV_?, I)E:_I,_I':U atELIA'tlLIIY_ !

-)0C l_(i td ,,_:LI;-31LII'_, (D, H. F,",_,<t,.)

i10 P:U.'_[J"u¢.bI:_':'J _.:.LI_,_ILItY _. CJ,',FIGt'_CE L._V_.L"I l._,r"Jl• r%,.;,_,,_,,iA

130 P_INI_*'I,',Vo :r" ,\U_,_:. CJ,V.. aI'.l. F@_IC. _:C'.._r;.<_':5, iC _(_.L.)"

70 ._N=N

1")3 _)=_J

% 4q,_¢4 -_,o Xv (_-,;a,,_,_a) i • i• _,
.._4",,lor_._c_._.,,o I _J=+o*_

I _73 ,3,.1 [J :lP_,.L
_c,,,e I ,._o_ _..,:_-_

I ._90 3 _=< I
I)oo ,-:.1,_.• ,<
I 110 d P'_.l:(X_I(/_A•'*lJmm _"(,_XC _. F_CI_I_ :::°'m,ir|5°t_] !i
1_'_.0 5 1 Jr*; .:':_'.)

( r_O0 5tJ_d JI'I.N_.; _(F• I'•UEL. I_,'IH•D,'i) *
.510 <£_L v( lOU.':l)•;'1._,a,,<:";

_aO _= l/S., <I(F)
:330 B:F/( F* 1*'1 ) _

:)53 ,_=53'¢ I (q)
:)60 N¢=F_ I •/_. '_
"_70 r4,.'l=A_,.'(* b'; ( _bP"L,1_,,_ ) eL;( O_L TA4,A",_ )

"_90 OJ6_(= I,NF _,
:_00 I _'(K-:).) ! • ! ._ |
_13 I Y_( I ) =":J'_( I)F:L 1-g_*;4"_" _ t_* O_;( L)EL fA ) ) :_#

" ¢_?.0 H( a ) = * _*R*( biCL I'A*_eH( I ) + :.1._) I

_,_o,"'_u": ,,30 (;a,',_6'R _,'3 _ .;'K=.<

*i._¢0_| . _,60 _(<)=(FK-I.)/e'.<*-_*(_*JKLIA,*_*_(<-1)+_(4-'-)))
.on-c_nl--NlO IF("(K)-I.R-_0)_0,_O•6

• t d,st _o __o,,¢_,=o.690 6 C:IN [ I_IjE
100 NNF =NF o'-I
710 I FI,_IF-2*(_F/_) ) 7_ 7_ 8
720 7 Y._=_,:::)
730 k=_
740 O=G(-OKLT_)
750 ¥=v_
760 t)H=F/T*Y,(NI." ) *.v
770 IF(NNF')9•9• I0
1_0 U M_=O,
790 L=I
400 Q=G(-D[LTt_*X) +((D_LT_*_A)
qlO Y:2.
_.0 DH= _'. *F Ii'*_(,'_F)
_30 IF(NNF)9_ 9• I0

_40 IO D_IIg=L,NNF_2
°-- .r450 II _;4ffi,_JH*,v,( _4)

:_t)O 9 .'tHffi,'dH*¥ �/_70 ,@:r' Ir(N ! K_O

i ii i i i i ii
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Appendix I (contf.nued)

IOICJ Z.='.5,)._li( _.• - 1, t t-.l 3_. 7 ) "
"I rlq?t3 L}_=(l.//)*;._r('l*tl._.) , .

rt i,_10 FU:_,CJ l .Jt_, .ill) I

_c.'fe<:r_ I I 13 1F ( I ) I ,, 1, _: ._

TU'LC.O_PP4_"ll_"l _" "_=l*t_'=ll'+e'_m'¢F(ll:_:_['(';*)))

•"0'3 F'J,'_L;l I d_ I i (:"l_ A)

_,_tt3 I 1 I I =_). .-

|_63 _{( I ) = ( I • / ( _. _r' | ) )'_AI" ( ""lt_tl:_- )

I >..SO I I'=0. :_

_: I '_.-),") LL _-,.')
. 1300 d=7 i"

1310 _E=O, ; - ..
13,aO DX=AI ( _..• ,_*,) ) ::

1330 U=f(i) •
13,40 L=I

1360 DJ 1> 11=I,4 i "_

J'OCO_,_'_ 13"10 FII=II �t�È�¢.,

_LI,i(._¢;_j _ 1.l -:.,) ._=OX.*F I I-( 2.*",J, i_ *
3:_3 I F ( ..i_l/_, * ( I • +.'i*'()- 20) 2,, _, 1,_
z_O0 __ YIII+I)=II./(_.=vl))*EJtP(((-h*H)I'_)*II,+_*X))I(I. _

bf " r_l '_J ii

la-10 IJ15
Si'e,%OSo_ I,_.-'.0 14 {(11+I)=9,

"_'M_P_'I I_30 I'.- CJNF!_JE
1440 LLfLL t�14_0 _= ( 0i_14_.. )._ ( _ ( I )- zI.*Y (.,_) +6. *Y( 3)- _*.I' (4) + ¥(5) ) '"

1460 E=_'_-2***J
i_10 I'=(2*_,O_I_3.0)*(7."I(I)*3"2**Y(',_)*I_..*Y(33+3,_**Y(4) _))

., ! 4._i0 F= i'=_. **J
1493 Y(1)fy(_)
1500 _':. = 5£ *_':
1510 I I I=i'I+I'
1520 IF (_,3_(SE)- __,_0_) 3_ 3_,_
1530 4 JfJ-I
I_40 IF(J)3,3_6
1550 6 5EfJ.
1560 IT=O.

1570 LL=O
!b_30 L=_tL.
1590 y(i)=j
1600 00 i0 _

}_610 3 ,_F..TU,_N; E_D

L" • |m i ..... _ L i i
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APPEt,IDILX2

QOE_PL_'ERPB/XIP-,.AH"_XTE_ '__

An example o-_ the input and outfut cE the "&_' pro_ta_ (on the G. £. Hat_ II Ttme

Sharln_; Service) sppears below:

TYPE OF OAI_ SETS (V_P|ANCE$=I. OAT_=_).o? 2

._T$ _F S_NPLE +|LE _D CJXHE_PJ_aIN30ATA
? 10, 35.1 34.3 _3._ 3J,_ 33-_ 34.? 33.Q 34.2 34.6 3T.|

? I0, 30.1 30.6 302J--._ 29.U 30°3 3..I 29.3 29.2 31.1 o_.6

: _ !Oa 20.2 _-I 22.6 21.1 20-2 21.3 21.4 19.? 20.2 20°9

? 10_ 10._ ).0 20.2 19.3 IH.7 IT.5 19.? 18-$ IB-2 19,1
",_IA_CE = 0.6_649E+00

G_ITICAL VALUE IS 0._043_E+00
AITH 3 AND 0.648000E+04 UEG_EE_ _F F_EDOH

The progrJ_ is lls_ed belch:

............ ; OF _-PAGE 2 33
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_Fe_ix 2 (conti.._)

i

P,tRIL$*

90C P_OGd_H TO CJ_PUiE e[5OLT5 _]F BJX£3 |EST OF VAelANC£5

I10 P.|hi."_J. JF O_IA _£1_ .... -o"J |_PU[. K
I_0 PalNT."TfP£ *F OAIA _15 (VAalA_C[5=I. DAIA=2)-o"$ i_PU[. 1
130 G_ TO (I.2).1 ' :
140 I P_I_I Hi l_Of. (V(I)._(|).I=I.<)
ibO GO ¢3
160 2 P_I_T
I?O DJ 4 |:1.< {
180 I_PUT. L.(X(Z.J).J=I.L)
190 $4=0. j

200 sx_=O. ;210 D_ 3 J=I.L
220 5X:SX*X(I.J)
_30 3 5X2=_?*AtI.J)**2
240 V(II*SO_T((_X2-SAetZlL)I(L-I))
_0 _t)=L
260 4 ';_INT IO. _r_)
270 5 LJ 6 I=I._
_iO N(I)=_(I)-I

300 _=A,I.IN(|>

_1_0 6 PNLN_=Pi_LN;*N(I)tAL¢_(q(|))
330 AV3VA_=AVGV_INS_

340 A=(A'I*/_$O_)I(3*(Kel)) i
350 lrl=_-I L

. 310 B:F21(I**_*2.1FZ)
3r50 XH:NSJ_eAL3G(RVGVP_)-_LNV
390 CRI_AT=F2_HI(|Flet_-X_))
400 P_INT 7. C_I_].IFI.F_
410 ? FOKMRT(I/" C_ITICAL VAL_£ |5_.£12-5/" *IT_".14_" _D".(13,6.
411 g " DE_RE£5 #F F_[[_I')

430 P FgNMAT(" 5E[5 JF 5A_PL_ 51Z£ ANO CU_($P3_D|_G DA;A°'IIX)
| -

; 440 IO F_KAT¢" VA_IANC_ :". _I2oP'i_)

i
I

t
!

i
..... I I i J
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NERVAPROGRAM .u.sE: R,s,o.
RELIABILITYPROCEDUREE rECT E

121917], CATEGORY _[
i ........

SUPERSEDES:
NU,*.1BER:
DATE:

FAIUm[ COKrEOL ,.eYeD _AT[ON
APPROVF..D BY: '_ _ ,,

CHAI ._.".a.."( _

|

1.0 _b'UOSE

The puri_e of the K_:4_'Arroe_r_u Failure C_¢rol STste= (FCS) is to assure that air failures are
ceco_ntz_d am.dcesolvcd so _tt desLgn a._4 _eltabL!1_y goals b'Lll be ecor.o_c--lly an4 effecrtv_ly
ceached. To lch£eve this purpose the FCS is sc_:=ture_ co Lde._t/_y _.53tLsfaccotv ¢on_ItloGs
tl_t =_.£h[ cesul= _= fa£1u:es a_ :bus t:iggec action co eli_xnace the soucces of _hes_ Eaiture8.
The purFose of ch_s _rocedute Ls co tnL=ia=e the FCS c_ seZected ¢oai_uen_s _ucXng =._t CY'72
develop=cn_ p_oScm.

2.0 G_q_JJ.

The Failu.-e ¢on[_ol Sys_e=, is escabZishe_ to prove.de • cZos_d loop $yqte= _oc =esolucion o_

i develop=en= tes_ fat.lutes. ,,'he s_ste Is s=r_ccu.-e_ _o pco-_£_e ad_qu=te su_e£1"-ance and a_dtC

.
.- o_* failure te_c£=_ tJ ¢:_uce obje=¢We a._a_ysLs and co==eccive action. Figure I shovs the

/._tertelac_oashL;s DE _he-v_rious elme-_s o_ the FCS.

; %0 sang

| De;,ar_ures ¢l_sst_le4 as fa!lu_es yr.11 be processed in acco_daztce _lth this 9roce_-ure. Depa_u=eS
¢lasstfted _s d_.sccep_ncLes u121 _e processed by the _agi=ee/ia K Kevte_ 3oa=4 (£U) pc= _oce4ure

15-1-21.

Failure Control S_JCe= (FCS) L_ applicable to a21 test article fal!u=es ch8¢ o¢¢uc du=iaS

p_oto_7pe T_=bop_:p _esos, .'?& _.a.-ir._ Ces=$. LH2 _ Co=po=em_ Developuent test.s_ and _'ro_o_'_pe
ICY valve acc_cor =rotor _ _r _es_l.

Tests _._nieh a=e :o be include4 _ this sys_e= viii be pre-decl8.-ed /.q the _onthly _ailute Su_.ary
report. Fa£1ures a¢c._r/L_g 4_e co any o_ _he _ollo_i= 8 c_r_l=to_s ace specifically excluded f_
the FCS:

; a) FaLtures of uoa-p=or--...'_--z _qu_Jen= (I.e.. o_f the shelE twin.are beir_ _..2v_ted durbsS the
pre-desf4n phase or _:_se bardvare use_ as test support e_utp_enc).

b) Yailutes dutin_ screenin3 of pa:¢s in uhlch some lt_=s (_%ut_o_ a11) ate found c_ dev_tte
': fcom the cequite_ goals of the test,

' c) lra[lu:es o£ the =esC article caused by • Eacil'-t7 _ailu_e ut11 be ce?.o=te4 but viii be closed out,
_Lth m) _ur_._or ar_lysts, as soon as *.his cause LS es.*abllshe4. This ¢loseour "_.Ll be aeco_plts_.-'4

l tm the F_tlure Repot'*-. F.x_.lu=eo.•che _es_ faci1_-:y vh-_ch does ne_ cause ._=[tu_e o_ _he Ces¢|

6rLicle _L11 uo_ _4 Inclu_c_ in :he ::11u:= c=_.[:o! s7s_._, b,-C will be docu_mce4 ami resoIv_d

i utLlizinK _:he ippcopri4=e A._;S¢_r _3_TOp_ceduces.

6.0 Ol_/'13[TIO.'(S
.;

! A Depa=tute is any discernible difEere_ce betwen Che observacionc, events, a_d conditions
; that are preplanned a.qci the actual results th_t ace incurred; or any ucpredtcced o_ unexpected

• ! ¢ondtcton oc behavior. (including post-test teat_ov_ and analysts).

4.1 lrAIL_E
_" A |_/lure is de[ined as • dep_r:_e from t) pre-declated predictton_ oc 2) post test
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4 • 3 DISGtE?_

A discrepancy is any departure that is not class/fed as 8 failure,

" 6.4 TEST

The operation or a coordinated series of operations of • oart, subassembly or assembly
conducted concurrencl._ and/or in s_.ties, _rlch the objective of detec_l=tng facts about
the article in relation to specified ¢ondic!cns. A test is used to (a) de=onscrate the
technical feasibility of a desicn, (b) dece==lne its ability to :eet existin_ performance
requirenenta, (c) secure engineering data for use in destKn, or (d) establish £he
technical re_uir_mts ior ccntract definition.

5.o _OLZCV

5.I F£ZLU1U_ RZSO_L_TZOHBOARD

A Failure Resolution Board viii be established _Lth the FLicKer EaR,herring as Chairman
_rtth t • Assistant F_r_6er Is the alternate. The _ecbers rill be the coKnizanc P_o_ect
HanaKer, .LknaKer Quality Assure._.-e ar.d l_a_er Reliability. T_e Y._nager, ::-:-_';,_ E-_L_'e _esiga
shall assist the FR3 C_.tir--_n as app.-o..-r'ace to e._sure that enil.-e, level consideratle_s
ate adequately rcvleved. This Zoa.-d v£11 retain overall resoons-_ili-.y an_ au:hcri'.y for "he
establishment, _=plecentaticn a.-.d opera_inn of t_e --'a!Zute C:n:roL =_sce=" . All decisions are
the responsibill=y cf the Chai.-=_n, buc he w£ll delegate respo.-.s-billty for va.-Ious el_._e.qts
of the sysce.5 to exis*.in¢ organi=atio--al e=ti=ies. _he .°.elzabt!i::; =e=:er _£Ii act as
e_cre_ary .¢or :he _ and prese._ca'.ic._s "o. the F_4r_ rill be through the secre°_"_.- .. The

.._ : c=s:, sche_u-_e or it_ u_der . ._- "- :ha.-._e co-.crolFU decisions t._at a _ ec prcg.-a-_ _roRr_- _c 3
-- _r_ll be cnor_;nated thrcugh ::E._;'_ ._c_e: Operations Pro_ra= Concr:_.s in accordance ;!oh the

h'F_VA O_erati.-._ Plan. Th-. Chem,-nan o_ the F_._ _111 be res:onsib'e for provid_--_ .%11 dis-
closure of all televa._c infer-._tion F_rcalntnX co pcocee_t._s of :he F._ co the Cevern=eac
representative in a ti=e'y _3n'cr. The FR3 _al=_aa shal_, at his discretion, select the
most a;propriate _ea s e'_•-. c_'-.-.i*-at_nK _.his iaforr-ac_._u Co the Gover-.=e:: re_rese.-.-.aciv-..

basic fuc_::lons of the FF_ ate:

5.1.1 Re_l_e disa_ree_en=s betveen FRB =e_be_ orKa:cLzat/cns, departure classification,
or Fai_ate _lysLs Plans.

5.1.2 Review" the failure analysis _'-d corrective action, approve Failure Analysis Re_orts,
4md approve final clcse_uc o. corrective action vhen it has been shown =hat the
basle cause of _he failure has been defied and the c_rective a:cion is verified.

$,1.3 No_lto_ _uerall progress of the FCS by teviev of mont._y Fai!ure $_u_. Reports
prepared by _eliability. Deter=Jar tb_t the overall sFste= is funct'::nir,_ properly
mml de_ln_ accio_ as required to accocplish the purpose of the Failure C_ntrol
$_ta,

5.1._ Approve m_nthly Failure Su_aty Reports transmitted to S_SO-C.

5.2 90CL._,_ATIO_I OF TEST R/_'Cl.13

_he Project P._nager. _htongh the cognizant engineer, u_ll preoare a brief test prediction

etatc=e._t prior to each test to vhich t_e FCS applies and a Test _esults Repnrc after
each test run and at th_ co.'.pletlo.-, of post-tea L" inspections per._or=md bv Ouallty
Assurance and the co_ui:ant engineer. The Test R_.sults Reoor*.s shall be p=epared vl'_h_n
three days of test _aca a;'ailabili*..'."or inspection co.'-pleticn. Any dlscer.-.tble difference
betveen the predicted results and the actual results vil_ be docu=er.ted as a departure
on ar_Inspection Report in accordance rich _;QP-IS-I-20 _'.d classz_ied b'! the cognizant
enKlneer as a Fad.lure or DtscreFan_.y. If a departure Is noted or -c'.assi_.ied af:ec
release of the initial lnsoection _eporc, an anen_=enc shali _c is_,:ed _t:h the nee lnf:r_a-
finn, b_o special doom:enter/on or Test Results _eport viii be re_ire_ of _he ce_nL:_nt
engineer for departures recorded durin_ fabr:cacioa and acceptance testing, gepar:ures
shall be classified as Failures or Discrepancies prior ¢o disposition of t._ test article
or affected test.

• --" m n n • ,=
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_.. failure Reports villi be distributed by reliabtl/.cy _tch_n $ days to ea_.h me._ber of the
F&_ for their review and considered acCLono

i

llon-_es¢ related departures w£11 be handled through exlscln_ EP_ procedures as defined
in _qP 15-1-21 :;on-conforming P._cerlal Coac-.ol and in the _ttVA contract Preface and
Support Documents.

$. _ CLASSKF[CATIO_ REVIEg

fteliabtlicy and Quality Cngineer/n_ shall revte_ departure classifications, Test Result
Reports and s_ry analyses. If there is a dtsaRree_enc by either QuaLity Enstneer_.ng
or Reltabil:Cy _tch _he cogn£zan¢ enginee_ cZassif£cac':on or analysis o_ any cesc result,

"an acce_pc uill be -.._de co resolve the d£sagreenenC. ¢E ¢h_s cannot be ac.co--.otis_ed uich
the Project Hanager. the df_sasree_eac shalZ be subnt¢ced trlth/n one _-eek Co the FR._ chairman
for resolu'.lono

$,& TF.STL_C PP.IOR TO _ ANALYSES

The Project Y._naaer ua.v continue cesc£n_ if in his Judsnen¢ no infotwa¢ion ¢elac_n_ co the
failure invesc£$atlon vtll be lost. Specific gutdel£nes _r_ll be developed for each rest
aS required,

5.$ FAILURE AYM.YSIS !

For each reported _allure the P_ojecc ManaKer rill be responsible for establishing, !
• chedullugs prepar£ng, and _--plenenc_n_ a F_lure Ana!ys_s Plan. R:l_abtlicy _tl_ _evie_
and audit the progress of Failure Analys_$ P!ans and invesc!g._clons and _ill ac_ezp_ Co
resolve any differences _;t_h the Projec_ ._na_er or h'=s designee. _en d_._erences ca.-.noC
be resolved, the chat_'-_n of the FP_q v_!l be noc¢_led for resoluc¢on. A _ailu._e analysts
luclud¢ns teco_cndac_ons .cur corcec¢lve acc_on shall be prepared by the Project Hanaser
oK his designee, reviewed by Rellab_l_Cy and _al_cy Assurance, and submitted co the F_£
Chairman _f.Ch Reliability ar_ Qual£cy _s_ucance co==enr.s, for approval.

$.6 COR.O_C'PIV_ ACTION AND FOLLOk_P

Corrective acclo_, as def_ne_ by the Failure Aaalys_s Plan, _111 be directed to the

tespons'ble _eparc=encal organization and i_p_e_enced through ex_scSng _anage=er._ control
operactons and procedures, Status og a11 fad-lure analyses a.-.d ccrrec='.ve acc£on l_plezenca-
t£on _£I1 be _alnc_lne_ by Reliability an_ yell be inclu_.ed in the =onch!y Fa¢i_re S,_.___ary
I_eporc. The Project ._anager w1!1 1_ responsible for a¢cu=ulaC!n2 and rev_ev_.n_ data sub-
sequent co L-pLenentaclon of the c_-re_c_v_-acc_on, and based on this review, a _eco-_endac_oo
u_Ltl be _ade co _.e F._B Co closeouc a par_tcuiar lnv_sci%:c_on. FaIZures _£1I aoc ,,¢
closed ouC uuc_l :he failure =echan£sc; is unders:ood and the corrective action is verified.
Rel£abil£¢y t-£1I rev_eu Test ._msulcs _eporcs co £1a¢ repec£c£ve _aLture =odes/=ec,_anls_
_.-. ve!l as co provide rel/abil£cy assess:cur Information.

•

5.7 DISCP._PA_CY ANALYSIS (T.EST RESULTS ANI) l£q!_JAR_). " _ ]

Pot each departure reported ,as a Discrepancy, qu_llcy Assurance vtll be _es_onstble for

- evaluacin K the Dtscrepaecy _n_ deter_in_ns :he need -_or es_abllsh_n_ and _=ple-_enc*-:;
#in analysts. L_eneve,- ¢h+_s ana:::s_s _ndicaces an _ncorrec= classification, or a t
related departure chat nay contribute Co a ces¢ failure, a re_orc shall be issued

to the FRB and che _eed for _nalysls and ¢o_¢ecClve acc£on decer_tned, i

5.8 DATA CFI;I_R

A data center for test reports, operating c!,_e and cycle data, Fatlure Reports and
corrective act/on _ttl be nainca_ned by _eltab_ltcy. quality Assurance _11 be responsible
_or maintaining a central poin¢ for all departures, discrepancy classtJElcatlo_s, discrepancy
analyses _nd corrective action ¢esules,

5.9 HARDRAP.ECONTI_OL

Failed hard_are shall re_in under control of F_B and protected co the extent necessary
to preclude loss of evidence until such _/me as the failure analysts ts completed.

I I il I I • i ii
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6.0 IHPL_,_AYZC_ .qESPO_SI_ILITY &%_ _STRCCTIONS

6.1 _EFA_TURE REPORTING /_;D CIASS[CATION

l_rlng developuenc Cesti_K, the Project P_nager _115 be responsible for prepariuK a p_e-
Ces¢ prediction o_ the expected results o£ significant test parameters, (e.g., quant£fy
the test ob]ecc£ves). These ptedictions shall be included £n the Individual cesc

< authorizic_ docuu..enc (i.e., Test _equest, Test Plan, or their supple=ents) shall be
documented prior to the scheduled test and subnitted to the E._. All deoartures from
these predictions or d:a_ng cequlre=ents shall be doctL_ented on an InspectLoa Report (IR)

: by the Qua1£tyAssur_uce Depart=eric tn accordance _ch _;_-I_-_-20, and 91asst_ied as
• Discrepancy or Failure by the cognizant engineer. Each departure classification _I11
be reviewed by the Re_£abt1_cy and Quality Assurance Depart=e_cs. _=ee=e_c u_th the
classification _t11 be _ndlcated by a s_gn-of_ on the IR. D_sa_re_.ents on classification
assi_enls _il1 be resolve_ by the F._B chair=an. _nen a depa:cure Ls classified as a
Failure, the IR dccc_enc _11 be £,-_ed_aCely closed o_c and ?c_¢essed as a Failure Report.
The _ality Assurance _epartuenc _11 fo_ard cop_es cg a_i IR*s ¢o the Reliab_¢y
DepartJ=ent v£thiu ¢_ovotktngdays of the classif£cat£on dec£sLon.

6,2 YAILU._.RF.PORTI_G

For chose departures ©la_sl_led as FailuCes, _el£ab_Uty vIll ass1Bn a Failure Report
u_nber and a_d the following £r_or_at£on (£f noC already documented) ¢o complete the
Failure Repor= (FR):

" a) FaLlute history of previous _ode occurreucss

b) Sugary of ptevl_.,s_deoccutreuces

c) Operational u_age aC ti_e of _ailure

d) Effect of failure

e) Fa._ure effect categocy

f) _¢ojectHauagec cognizant for failure analysis

6.3 FAILUR]ZA_d.YSIS

_/s plan shall outline disciplines necessary to supper= the analysis and check points I'
_here teassessments of _niC_al steps shall be_ade. The p_an as a _ni_ shall contain:

a) Docu=entac_on o_ exisc!n_ evidence such as photographs of the area and hard, are,
¢eco=ds o_ ch_ e_v_ron=enc a_d ¢ond!t_ons, a narrative description of the ch_n o_
events lead£n 8 Co the failure, and case hLsto¢ies of s£=£1ar _e£1ures.

b) Disassen51v _Lnd_ugs such as photographs and measurements o_ step by step di_asse._bly
• . operations.

¢) EvaLuation o_ _'E_V_ case histories of this type of failure on similar products.

d) Decerct_acton cesta necessary chat could p¢ovlde data aubscantiacln_ thepacts conditions.

e) Analysis of evidence such as structural analysis of failed lce_ under test loads
end env£ror_ents £nclud_nq the deter_£nacion o_ the nature acd valid£c 7 o_ the
mechantsus(s) of failure as veil as Che determination of the chain og occurrences
and effects between the p¢_nary cause a_d all secondary failures.

• f) Cause of Failure by postulatLng logic lead£n_ to Failure and substantiatLn_ vith deem.

_) Recor._ended corrective accfou by revieuin x and selecting potential design, process,
or p_ocedural changes chat could e_Lztnace or s£_nlf£cancly reduce the probability ofoccurrence of the failure rode.

m , • , .....
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6._ FAILU_ZANAL¥$IS REPORT

_fotmat for the initial page of Yailure Analysis Reports is shov_ f_ Figure 2.
report v¢11 be co=pieced by the ProJecc Hanager or h1$ deslgnee and sub=treed ¢o

RelEabtUty and Quality Assurance for rev!eu. Upon complec¢on of eke review cycle
the repo¢¢ _111 be sub=toted to the FKB Cha£c_a_ for formal approval. The failure
amalysls report shall contain the following l._or_at£on:

s) Failure History. This section w111 include a detailed chronological hlscory of the
processes leading co the Failure, a descrtpc_on of the Failure, and any appltcable
NF._VA history of like Failures ¢n s_"_lar pgr_.

b) Failure Analysis. This section rill luclude the results of the analysis. The
cause(s) of the failure shall be stated as well as the m_thod and !08£c Involved

_Jldetec_£ntng the cause(s).

c) Corrective Action. This section _tll ldenc£fy the actual steps taken
or to be ra_en to re_ove the cause oE falluce. Examples of corrective action
documentation are as follous:

1. For design corrections: The new drafting number or the dash _,_er.

2. _o¢ perform._nce corrections: The spec£flcac£on n_ber revision letter.

3. For cor=ecctons to test parameters, envtror_eucal conditions, test procedures,
test equip=eriC inputs and ocher require=enos celattcg _o ce_c or quality i
assurance p¢ov_sions: The Test Plan or Test Request 5upple=enc nu=ber.

&. "_o¢ correctlon o£ suppl_er responslble stolons: The issue number, revision i

.. letter or dace on the corresponding supplier document, or purchase document. _

$. For errors or conditions under cusco_e_ responsibil£Cy: A scatenenc co this !
effect sh_11 be _nsecced.

d) Closeout plan. _'nis sec=ion_r_11 sho_ plans co cbca_n evidence that the corrective
action _ja_e=enced has indeed re=oved cr s_gn£f_cancly reduced the probab_lt=y of
the fa£1u=e =ode, and _£I1 de_in_ the action co be taken co assure chac all _arcs
fabricated co the failed configura¢ion are re_o=Ked, rec_sced, oc removed fco_ !

• etwrice. !
!

6.$ FAXIA/KE KODE CLOSEOITr !

,,_ Upon conpleclo_ of the failure analysis, the Project V_nager _.11 /=plemen_ the plan Co
' obtain _vi_ence Chic the corrective acclon £_pZe_enced has iudeed r_oved or slgni_icancly _,

reduced the probability of occurrence of the failur_ =o_e. Closeouc require=enos are:

_) Analysis and test data of the changed part or process that substantiate the ca,,se • t

detet-_tnaClon and e_fecclveness of the change.

b) In the case of a rebui£= pact, an analysls of non-failed co=ponents to determine if Chey
- have been overscressed.

c) Pot corrective action thac a_feccs other engine parts, an analysis of the effect of
the redesigned part on engine performance.

The Project _nager or h_s designee rill prepare a Fa£1ure Closeouc Report for sub_tccal co the
FRBupon s_cls_acc_on of the abave requirements. Upon agree=the by the F.q_ _haC the
corrective action has proven e_f_cctve, the Failure _ilI be closed ouc.

7.0 FAILURE Sb.._qR¥ REPORT

A FaLlure Summary Report viii be prepared by the Reliability Department on a monthly basis co
doeu=enC the status of all failure analyses and correc=lve acc_on _ple_encaclon. These reports
vilI be used ¢o appr£so the procurin_ activity of the cymes, severity, and relative _requency
of hardware cesC fa/lure_; and of the scarus of re=edtal and preventive act!on being taken Ln

• activities ¢o which the FCS applies, F_ch report sha_l contain the information listed belou as
required:

- • • e e, , , e,
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: 7.1 F&ZLUKEREPORTL_STING
..

A section of each Fatlure Sucz_ry Report shall provide a col,,-nar listing of pr£nclpal
dac¢ for each Fz ,sre Report (FR) seneraced du¢ln S the report period. Data presented IrLll
include:

a) YaUed component name. pact, and serial number

. b) Failure Report number and dace

c) Test type and phase

d) Status of FB closure

e) Na_racive failure descr£pcion

f) Action responsibility (group or department)

8) Estimated failure analysts completion daCe

h) Failure type classrf¢cacion (ccttical£ty)

7.2 FAILUREX_EST_3ATXO_STATU$

_ The status of each failure analysis _111 be presented.

7.3 FAILt_EANALYSIS RESULTS

A summary vaill be included of all analyses co=pieced during the report period,

7.& COI_/q_CTIVEACTIO_CLOSEOL_.qEPORT

A suu_n_:_wlll be presented of each _allure CleseouC geporc approved by the Fg3 during
the report period.

7.5 TABULATIONOF C_._LATIW_ FAILU_,ESTATISTICS

A $ecClon o£ each Failure Su=nary Report shal£ provide a tabulation of cu=ulative
statistics perca£ning Co _a£1ure :odes reported co the _ under the contract from

; its initiation _h=ough the data courpila_iou cut-off dace _or chac report period.

_ch failure _ode _tll be identified as co invesci_acion and analysis scacu_. Failure
_ode$ _hac h_ve been closed ouC w£11 be so _nd_caced, bu_ will renain _n the _a£1ure
mode tabulation.

?.6 APPLICABLETESTS PLA,%'NED

A listing and descr_pcion of the rests to vhlch Che'FCS applies planned for ¢hc subsequent
repo_c period rill be included. This section _Z_ ta_clude a descripc£on of the cricer£a
to be used for each CesC Co determine fa£1ures.

8.0 DOCUH'E_iTDTSTRIEUT[ON

In addiC£on co any scandard dtscrlbuc£on, FRB documencac£on w1£1 be disCr£buced as follows:

8.1 Documents containing pre-cesc predictions rill be distributed co Failure Resolution Board
me=bets, aeliabil£cy Document Center, and Qua1£cy Assurance Document Center.

8.2 Test Results Reports _ill be distributed co Failure _esolucton Board members, Re£iabf.lity
Document Center, and Quality Assurance DocuneuC Center.

8._ Inspection Reports bearinq failure classiftca_ion _£11 be distributed co the cognizant
project engineer. FRBme_bers, Reliability Document Center. and _uality Assurance Document
Center.

n _ - uu
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8.4 FAILURE [t_PORTS u£11 be dlstribuced to the cognizant proJe¢¢ engineer, qual_Lty assurance
sad F_B members.

8.5 FAILURE R_L¥$IS PLAI_$ vlll be distrlbuted ¢o FRB members. Rellabllity Docu=ent Center.
and quallcy Assurance Documen¢ Center.

8.6 FAILURE &_ALYSXS R_.PORTS u111 be distributed ¢0 FRB members, BeliabtlZty Documea¢ Centec,
and quality Assurance Document Center.

8.7 FAILURE CLOSEOUT _._-v_. _-J_. d_r_.t_,_d to FRB members and ¢o the Reliability & quality
Assurance l)ocLr.ent Centers.

8.8 FAILURE S_._J_R¥ REPORTS will be distributed ¢o PRB _embers. Enslneering Depart_nent Manager.
and procuring actlvlty (SNSO).

• I
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NERVA PROGRAM NUMBER: RIOI-NRP-SO0 REVISION

: RELIABILITY PROCEDURE. EFFECTIVE DATE: IT/

_" 6 Jury t97o CATEGORY ,_
' Ii ii

SUPERSEI)E_): ..
• NIIMBER: ,

me

APPROVED BY:

, 1.0 PUR._SE

._ 1,1 The purpose ot the NERVAtren_ data progr_ is _o tdenti_ en_ provide for the :o_.torin8 of
selected crltlc¢l charncteristtes of the I_RVA ez_ne syste_ _ubsystems and components _hich ..',
are rel_t_ to vea: and deterioration and vhich _ould iuCteate an ineiplent failure prior to

i¢oapletlc,= oe *he test or ntsston. Such tnfor_m.lon could be used to avoid or prematur.,l¥
retaliate a , ;_ prepare for a possible alter-,at.£ve mo_e of operationj schedule corrective
_dntenan:e_ o, provide date, for redest_ ¢o red'ace the rate of year or deterioration.

_ 2.0 A?PLICAN_ DOC_._13

2.1 Data Ztem R-101_ NE_VA Rell_-biltt_ Progr_ Ple,_ inel_din8 s_ple_ent Identified as l_-S-O_)_
Prel_ina_y Implementat£on Plan _or _:RVA Trend Data PreSton _ dated 1_ O_tober 1969.

3.0 POLIC¥

3.1 Trend charaeteri_tico (TC*s) _JLI be identified durinK pre_ ¢;e_:;_=_",rlth the ob_ect2vas of

3,1,1,. TJevelopin6 a detec_io_ m_nitoring en_ control syste: to prevent eo_one_t_ eubs)'stem'
and eng'-e "_*o,.- fr_- b¢_,_ _c-'_.:.---.ed %'.at _-..=-_--.a hit_ _.------..,'_'_*°" o_. f_!l,'.._:_.'.'e *^..
trend characteristic de_c_datton ste_in8 _ year o_ deterioration,

: 3.1,2. Dc_elopin8 a detection_ monitorin_ _1 control system to provlde tL_ely _ar_in S t.hnt
"" there is a high probabLlity of a year or deterioration relate_ malfunction (_curring

prior to the end o_ t._e scheduled dtu-..:_$on of a co=_nent or subsystem te_% engine
Krotu_ test, or ensine fli_t operation.

- 3.1¢3. Ob%cinin8 deterioration e_l year out trend data for dev_.,!,_ng a fli_t maintenance
dleEnosti¢ s_wte: to provide optt_-_ _cheduling of _o_*-':_ ,_ _tn_-nance be t_een
fltKht _lssions. .-

:, 3.1°_. Provtdln_ for the re_ording of tren_ data_ during t_:o .'._.v,:_..._nt _¢st prc_._a_ to

• be use_ for use by design an_ sy_te_ engfr.,_erlr.g _¢ _-..,_;".,,_._ th_ _r_or_nce_

, 3.2 Depe_lJJ_g_ ob_ectives_ envlro-_ents ar_ requl_:r_nts, differ_g tre_ c" _ ',;,."ertst|¢
parmeter_ _y be identified for conponent or subsystem tests, g¢c,m,_ _,,.'.,,,, ,; _ ,-s :_ and engine
fli_t to_ts.

3.3 Since tre._d charncteristies represent only a por_-£on of the tot_ ch_.x. _",eris_les .'fr-. engine
and are n)raall¥ only measured during _r after tests_ their :_nltorir_ is not a sub_.tt_ute
fo_ the n_rual process control or qu_tty essur_lce data monitor_J_. Hove-tor_ in so_ instances
the need _,o obtain stsniftcant trend data :_y retulre measurements or _ests early in t_e fabricn.
ti(xt process.

3._ Althou_ a tre_ character!silt may be m_lt_red r,s part 0¢ the _tunctian detection _ystem_
the _t_n,etton detection system ls also conee=n_ v£th sensin8 (a) critical lmrameter trends
that might a.lso tl_licate tn:tl;ient Mailure but _ich are not related to year or deterior_ion_
(b} critical par_,:_ers that nre essentie-l-l¥ binary in nature and vould not be eXpeCted to
_ve advanced yarning of fallure.

: _.0 _ITI0,S

_ol Tr_n_ chazactert=tics are v_.riab!e pare=stere related to vc_r or deter!o_.atton that are
indicator8 of erltie_l ¢o_r engine £ailure .lo_es end _hich e_n be =ensured either prior
to_ d_rins_ or after tests or flight o_erations. They must be vartaole in the sense that
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•_he¥ vould be expected to ahoy a deteriortattn5 change in average value, and/or dtsperslonj
am a i_ctlon of number of testsp test duration, or total accumulate3 time. As ln_ic_tors_
they must normally be expected to ahoy the effects of wear or deterioration at a-_ate which
c_ be monitored and u_e_ to avoid trLt.t_atlng a test_ plan for its premature termination, or
schedule futtme corree_ive ma£ntenance. They must be related to _rttiea£ fallure modes _hat
could _:auge sl_tfteant performance or safety degradation du_'tng _:ests of components, sub-
s_te_ and engines and vhlch are credible £n the sense that engln._ertng Ju_ent end past
experlea=e indicates a reasonable probability of Occurrence, As v_r and deterioration

related parameters, they vould involve one cr _ore of the follovtn'_anifestatlons:

J_.l.1. Surface l_hystcal, veer d_ _ |1_8 or rolling _ontact.

_.102. St,-face or InterDal Qttem/cal detericrJ_* _ £ue tO heat, radiation_ e_.

_.1.3. Electronic property degradation due to _eat_ radiation,eta, "_

_.1._. 8_zfane corrosion due to contact vt"J_ flatds_ gases, lubricators, etc,

_.1._, Interns1 meehauice£ property degrnda'_lqm due to creep and relaxation, cola tlov_ etc

_.1._. 14ech_nical_ chc_teal or eleat_l!0 d _radation due to manufacturing
proeesses_ asseably _)roceduras, as£ test procedures.

!

Note: _here may be many v_rlable parameters _hose trends are =onltore_ for engineer£ng,
i_oatLe_ _' ,,ml_unctton detection purposes tl_at v111 net be considered as part of _he trend
data pro_. Only parameters expected to re_l_ct veal" or deterioration effects are
ldent£ft,._ as trend characteristics, _

_.0 FaO_Dt_

_,1 Preliminary tdentl_ation of trend e.haraeterlstie_ vi _1 be :r_de during preparation of
ecmp_ent R.'A*s e_ _ d_-in8 th_ prellmin_r_ design of selected concepts.

_.2 Duri_ 8 the ldentifteat:.on _hase, trend ch_zactert_tics vtl_ be selected In accordance vlth
the defLnitions o_ Par_ gral_h _.0. The objectives o_ monitoring _rend eh_cactertstics rill

: vary dep;ndIng on the period of curvel)._ance as fellers:

_o2o1. During the _onen___t or subsets: te_t...__s, _rend eJmre_terlstics vtll be monitored
leith the primers objective o_ preven_fng failures and avoiding de, age to e_penstve

: test facilities. A secondary objective Is _thering tren_ data to establish
deterioration rates and l_ttts for t_e same charactertst_es _en measured on an

engine system test or to est_bll_ t_'at no appreciable denudation rill Occur prior
to the end of service life an4 _here_ore no engine test monitoring vlll be required.

_.2.2. For _ _r_d tests, trend chara_ter_sties should be selected v_th the addition- !
t a£ objective o_ l_rovld_g ir_or_at_o:_ for optt_.t_n scheduli, _ of corre_tive main-

.chance for ground tests and developing fl$_.,_t operation maintenance requirements.
Care _st be taken, therefore, L_ se._.e=_lng l_r_et,.'-_s that vil _. _._ _lque]y .-_lat._

to • stn._le replaceable ¢_ponent tc avoid ambiguity in f_ult isole_.lon. _

_.2,_. For en_ _ tests_ the ob_ecti-:e_ are the same as _.2.1. and _.2.2., hovever_ !
the _t_ttattoas on_nt=n_er Of dat._ channeXs e_d t._.e inability to me_ure _on- !
lnstr_ented trend charanteris_tcs d_-J.ng flight _USt be reco_tzed,

_._ The des:.L_ated prellninary trend char_eteri=tic., the suggested method o_ _easurement the
failure I:_de to _hlch £t £s related, recccnende_: period of su.-vetl_ence (fabrication test and
_.nspeeti(_ ec_onent or subsystem test% en_in, ground test_ e,_ine flight test_ etc. ) e_d
time of m_,asure_ent (before/be_veen or during tests) v111 be _ocumented on the Trend _ :
Characteristics ldentl_'$cation Sheet (See Fl_a._, 1), Guidelines _or tb : Tren_ Characteristics
Identification are g;ven in Figure 2.

_._ Copies o_ the Trend Characteristic ldenttfieat$_n Sheet vii1 be retained b_ the ori_n_to_
vt_h the orlgLn_l kept in a master file f_ vhieh official lis" ='_s are p.-_psred. Copies of
TCes vi 11 be cirevXated for revlev by the _fected discipline= s_;,z as safcty_ controls an_
instrumentstion_ quality engineering, test plaoning: and data co]-lectlon.

#
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i 5.5 A review for safety considerations will verify the completeness of the llst and the crittcallt
I of the characteristics Identified.

5.6 An ev_=ation of the capability of available inst+._nentation to monitor Identified TC's durLn

t- , the dest_ated tests will be made to determ_e the need for development or improvement of
= , appropriate measurement systems. Recon_uendations regarding the suitability of present
i I instrument_ti_ or the need for addi.lone& development will be made on the TO Identification

: t Sheet _nd returned to the coordination or_ization.

t 5.? A rev-'.cw will be made of _n,ecap_,bility of available inspection and measurement devices to
measure trend characteristics before or after _rcund tests of components., subsystems or
engines. Recommendation regarding the suitability of present techniques or the need for

J' additional development will be made on the TO Identification Sheet and returned to the
coordinating organizati_ + This same review will also include evaluation of the feasibility
of monitoring selected TC's during early fabrication phase _spection an_ tests.

5.8 An evaluation wl "° be made of the feasibility ¢f measuring or monitoring the TC's bef_)re,
_urtnF or after _ests. Recording and dlsplay channel availability and the 8enepal -mpact

_+ on test operations of the monitorin_ recordin_ and control activities relative to th_ selecte_
-' _C'S wt_1 be considered.

+ 5.9 l_llowin_ these reviews and eva!tmtions_ the pzeliminary Trend Charactez+istie Iden_if::c_tion
_eets _,illbe revised and an updated summary llstln_ will be prelmred and included :ht the
Data Item R-202's submitted for engin. _ PDR and _.omponent PDR.

*, 5.10 A preliminary tiscit;g will be made at engine PD;%, followed by an updated summary pres_n_arion
+ at co_cnen_ PDR Jus_ifyiug _he selected _rend :harsc_eris_ics.

+ 5.11 Subsequrnt to engine and component PDR*s_ the T3 lists for components, su_systems_ e_;Ine

? ground iests, and engine fli_xt tests will be continual!, updated as additional info_ation
and exp_rlence is obtained. Revision to the TC lists wi_l be include_ in subsequent R-202
reports a_ si&ui_ican_ program milestones. •.

{ 5.12 Trend ckaracteristics will be incozpnrated and identified as requirin_ monitoring or tmasv_e-
ment in component and subsystem specifications. TC's to be measured in en6ix:_ ground tests

; will be included in the ground test _._=_Ltsif they involve instrumentation and in the specifi-
: cation If they _,_volve oth_r types of measure nen_ before or between tests. All TOts ;o be
: measured in flight will be listed in flight 1,_Lts.

5n3 The lists of identified TC's will also be used to initiate preliminary planni_ y of a "_rend

data information system that will store results of trend data measurements for engineering
'- desi_ t_es.

; 6.0 APPLICABILIT_

: 6.1 A TC Identificntirc Sheet sh_3.1be preparod_ as specified in Section 5.0_ for each se,tccted
TO for the components and subsystems listed in the i_RVA Ensine Specification Tree.

7.0 BESP(_ISIBI'_IT_

7.1 Component Desi_ EricL_eerin6 shall be responsible for:

7.1.1. Identifying preliminary trend charae_eristics on TC Identification Sheets in
' coordination with Reliability Engineering and Engine Design.

7.1.2. Revising preliminnry TC Identification Sheets in comcuqance with recommem ation

made by Controls and Instr_nt_tio_., Quality Engineerlng_ Test Operation |'lanning
m_ Safety _mlys_s.

7.1.3. Pr_parin_ st_ary presentations for component PDR in coordinatio_ with

Reliability Engineering. li"_

7.l.k. Lucorporatin_ provisions in component designs for instrumentation sensors for
approved TC's.

7:1_5. Ineorporatin_ and ideutlf_in_ approveS.TOts in th," c_nponent specifications.
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7.2 S_tem Des!ca sh_ll be responsible for acccr,plishin_ tasks sLn!Inr to those -tared in 7.1

in reference tc the encine. In addition, Engine Design will add or identify trend
characterlsties in Kround test er_I.fllt,_t |._qL's.

7.3 Reliability Ensineerlns sh_ll be responsible for the overall coordination of the trend data
progro,_ and shall ha:e fiflalapproval o._ the select6_ c_a_acteristics. In addition to
asslstinff Component Deslu-n E.nC_ineerln_and Engine Design in the TC selection, revision end
,lustlflcatlon actl%-_'tles,Reliability Enzineerin E shell:

7.3.1. Maintain the official TC summary llsti_s of and be responsible for distribution
and follow-up activities for TC review by Controls an_ Instrumentation, Quality
Er_-ineering, Test Operations Pl_i_ oad Safety Analysis.

7.3.2. Be responsible for ineludln E the updated su_.e-y listing of TC's in Data Item

_oO2's submitted for engine and campc_uent PDR and at subsequent program milestones.

7*3.3- For._ lists of preliminary And ul_ated su_nary listlnKs of TC's to Data tad

Configuration Control for use in inforaation stora6e and retrieval system __lannln_.

7._ Control_ _nd Instr_ent,-.tlon shall be responsible for:

7._.I. EvaluatinE capability of avv.ilabla instrumentation to monitor the identifi_'d
preliminary TC's durin_ component t£sts, engine ground tests, and during fll_ht
operations.

dl 7._.2. !'raking recc_=endatioas relative to the need for additional instrumentation develop-mentj where needed, to meet TC monitoring requirements.

7-5 quallty _nalneerin_ shall be responsible for:

7.5.1. Eveluatlr_ the capability of a%_ilable inspection and _eesu_ng devices tc measure

trend characteristics before or after _round tests of co_..ponentsor engines.

7.5.2. Evaluating _.hefeasibility of monitor_n_ selected T_'s dur_n_ early fabrication
l_hose inspections and _ests.

7.6 Test Op£ratlons Plemnin_ shall be responsible for:

_.6.1. Evaluating the feasibility of measurin_ or monltorln_ the T_'s before, during, or
after tests.

7.6.2. :'.ekingrecor_..ez_atlonslTgardlng ch_mnel availability -=na._eneral i_pact u._-ontest
operations of the propose_ monitorln_ an_ control activity.

7.7 Safety ;ma!ysis shall be _sponslble for revie_in_ */_epreliminary _ I4entlficatitn Sheets
to assure that the trend characteristics identified are related to critical f_iltu'e m_es end

that 8// wear or deterioration ca_cd failtu-e _odes that can result in si_uiflc_ut performance
or safety degr_-dation are renresented.

7.8 Additional responsibilities for establlshlns sempllng frequency, trend limits, action criteria
• for limit exceedence, end the relatlonshlp with malfunction detection and fault Isolation

systemm will be =overed in Procedures R I01-NB9-507 and KIOI-NRP-508.

. . |
". t

la

# ?
•
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' Figure I R101-NI_-,.$06

TREND PARAMETER ZDENTIFZCA_ZON SHEET

A_ASIC DATA

1. Trend Par_aeter Identification Number _ -

i 2. Parameter Name ,,,t , • _ r.... , I J__ J , L

3. Suggested Method of Measurement .................. _

4. Related Mend Characteristics (Failure Modes) t . , • l, l i i i|

,, • _ . _ , n_ _ • _

5o Recommended Period o£ Surveillance: _plicable Nerence Document
D No. sVec. _mu.No.

Fabrication Inspection or Test _

Component Test r-_ _ , --

Subsystem Test E_ .

Engine Ground Test _ _ _ .

• Engine _-ligbt Test _-_

Note: Pretest Posttest

6. Time o£ Measurement: No Disassembly: O

Disassembly Required: _

lY_ring Tests:

7. Type of Degradation Sensitivity: Opecation Time [_ Cycles E_] Both E_

SUPPLE_NTAL INFOP_ATION

8. Instrumentation or Measurement Analysis _

--i , .... ml n_ , ....

.... L t -- ---- L - I i P _ I _ - , ., _ i I__

9. Test Operations Analysis = .............

• , m _ _ _, s _ , __ Jl _ • _ _ -

APPROVED
.mw.qw.i.._qmi_wm_

........ Orig--in_tOr ........ Trend Data Pr-og_:amCoordinatOr-- I
Page 5 o£ 7
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Figure I (cont.)
0

t,

TRErlDPARAHETERIDENTIFICATIO:I

i
CONTI_IUATIOrlSHEET i

l

Trend ParameterIdentificationNu:nber :.

ParameterName _'

i.lethodof Measurem3ntor Calculation

RelatedTrend Characteristics

OriginatingRear/Deterioration ResultingFailurei(odes
Mechanisms

.i

_j

Recon_nendedSurvei1lance Program Page 6 of 7 ii'
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- TREND CHARACTERISTIC IDENTIFICATION GUIDELINES RI01-NRP-506

The PLlrposes for Moni;.orin._ Trend Characteristics

The purpose of the NERVA trend data program is to identi; • and monitor critical wear or deterioration-related
' aracteristics of the NERVA engine, subsystems or components which might indicate an incipient failure prior to the

npletion of the test or mission. Such indications of wear or degradaUon can be used to:

a. Provide data for component redesign to reduce the r,_te of wear or deterioration.

b. Avoid initiating _ component subsystem or engine ground test that could result in a matfunction.

c. Give warning of the need to prematurely terminate a component, sub:_ystem, or engine ground test.

d. Provide advance warning of an incipient failure during flight that may require crew action such as switching
to an emergency mode of operation.

e. Provide advance warning of the need to schedule corrective maintenance prior to the next ground test or
flight mission.

How a Trend Characteristi_ is Defined

A trend characteristic must'.

a. Be a continuous v;.riable (as opposed to discrete or bina:'y).

b. Be related to credible failure mode that could cause sigr.ifleant performance or safety degradation.

c. Be measurable either prior to, during, or between tests.

d. Be expected to show deterioration trends in average or cispersion as a function of numbers of tests, test
duration, or total accumulated time.

e. ]Be uniquely relatld to a given part or component to avoid ambiguity in fault isolation.

f. Be a result of such wear or deterioration manifestations as:

(I) Surface physical wear due to sliding or rolling eoutac'..

(2) Surface or intern__! chemical, deter;.or_.tion due *-e heat, rz.__io_*.ion, etc.

(3) Electronic |.roperty clegradation due to heat, radiation.

(4) Surface corrosion due to contact with fluids, gase.*, lubricants, etc.

(S) Internal mechanical property degradation due to creep, relaxation, cold flow, etc.

(6) MechaaicaI, chemical or electronic degradation d,le to manufacturing processes, assembly
procedures, and test procedures.

o*

Note: There may be many variable parameters whose trends are monitored for diagnostic
or malfunction detection purposes that are not part of the trend data program. Only
parazneters expected to reflect wear or deteriorat':on effects should be identified as
trend characteristics. --_

Guide to Filling out the Trend Characteristic Identification Sheet

a. Review the Failure Modes Analyses (FMA_s) and FaiIure Mode Effects and Criticality Analyses (FMECA's)
applicable to the component, subsystem or system being analyzed.

b. Initiate a Trend Characteristic Identification Sheet for retch failt-.re mode, or group of closely related failure i
mcdes, that involve wear or deterioration with operating, time or cycles of use.

C. Enter under "Parameter Name" the characteristic that can best be monitored to detect the we_.r or deterio-

ration manifestation.

td. Enter the suggested method or methods of measurement and the failure mode or modes that can be monitored
by the identified parameter.

e. Indicate the period or periods of surveillance being considered. (Note: It may be necessary to initiate |:
different TC Identificatiou Sheets for different periods of surv,_.illance.) _.

f. Indicate the applicable reference document where the treud characteristic can or should be identified for the
selected period of surveillance. ',

g. Indicate under "Time of Measurement" whether the parameter would normally be measured before or between .
tests (w_th or without disassem_oly) or during tests,

h. Indicate under "Type of Degradation Sensitivity" whethcr the TC is expected to degrade as a function of time,
cycles, or both.
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NERVAPROGRAM NURSER: REVISmN
RELIABILITYPROCEDURE EFFECTIVE DATE:

21 August 1970 CATEGORY zzz

SUPERSEDES:
NUMBER:

DEVELOPHE.',;TA_;D I_'_LF_E:;TATIO:; OF TRI'.:;D DATE:

CtlAP,ACTERISTIC H0_;ITOP.I:IG S¥STF_S I APPROVEDBY: ,,

I
1.O PURPOSE

1.1 The purpose of this procedure is to establlsh the requirements for _le development and opcr-

atlon of a comprehensive system for the _onitorlng of _ear and deterioration-related characteristics that

can affect system reliability. Provision is made for the inltial recording of trend data during and after

comp_enc development tests wlth either real-time or post test monltoriug. The responsibilitles for establish-

lag trend action limits, sampling and analysls frequency, and other trend projection hardware and software

detalls for both engine gro_d tests and the £11ght operatlonal system are also covered.

2.0 APPLICABLE DOCL_'TS

2.1 Data Item R101, NERVA Reliabillty Program Plan

2.2 R101-NRP-506, Identification and Control of Trend Characteristics
?

2.3 RIOI-NRP-508, Analysls and Verlfication of Trend Characteristics

3.0 POLICY

3.1 The NERVA e_gine shall have the capability to calculate the probability of mission success

at any tlme during a mission. Since trend data provides one of the inputs to such rellablllty calculations,

provlslon shall be made for real tima monitoring and analysls of trend parameters during flight operations.

Capablllty shall he incorporated for predicting and dlsplaying tlme remaining prior to component wearout

or deterioration in excess of trend action llmlts.

3.2 As part of the rellabillty program, wear and deterioration related trend characterlstlcs shall

be menitored during component development and qualification tests at the subsystem and engine levels with the

follmalng objectives:

3.2.1 Prevent malf_ctlons by terminating a test in progress or identifying required

corrective maintenance prior to test initiation. 1

3.2.2 Obtain data to identify components that must be redesigned because of excessive rates ;

of wear or deterioration. _ --

3.2.3 Obtain data to establtsh trend characteristic mL Coring and maintainability require-

meats for engine flight operations. ;

PAGE 1 OF 7
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3.3 Details of trend characteristic monitoring such as sampling frequency, trend action

limits, trend projection techniques, and action to be taken when operation in excess of action limits

is predicted, shall be specified in component, subsystem and engine test plans. Format details for dlsplay

plotting during tests and for post test trend graphing shall also be identified. Where some or all of

these functions are performed by the instrumentation and controls subsystem In ground or flight tests they

shall also be defined In the specifications for that subsystem.

: 3.4 Instances of actual values exceeding trend action llmlts during a test will be classlfied

as a departure from a requirement and wlll be reported to Englneerln8 or Naterlal Review Boards for

classification as a discrepancy or as a failure. A similar reporting pollcy applles to instances where the

test is terminated because the trend projection technique indicated the action l_,_t would be exceeded prior

to normal test duration, even though no actual llmlt violation occurred.

3.5 The proper interpretation of results of trend characteristic monitoring will usually re-

quire knowledge of cumulative test time or cycles of use. Provisions for acquiring of such time or cycle

data shall be Included in component or subsystem specification.

4.0 DEFINITIONS

4.1 Trend Characteristics are varlable parameters that provide a measure of the effects of

wear or deterioration. They are one of the inputs that may be used in estlma_Ing system reliability. _

I
4.2 Trend Characteristic Honltorln_ is the process of obtaining successive measurements of

trend characteristics for a given serlal numbered component, subassembly or engine; plottlng or analyzing

the data; projecting a trend; and predicting if and when an established trend action llmlt will be exceeded.

4.3 Data Compression Technique is the me_hod used to avoid the recording and processing of

non-significant data.

5.0 PROCEDURE

5.1 For each component, subsystem, or engine test or test series where trend characteristics

are to be monitored, the following trend characteristic monitoring requirements (illustrated in Figure 1)

shall be determined and specified:

5.1.1 The Type of Trend Comparison, which distinguishes the test-to-test monitoring

of the same article from the within-test monitoring at intervals during a test is determined by whether

the parameter of interest can be measured only at discrete times or is continuously monitored.

5.1.2 The Sampling Interval, which describes the number of seconds, or cycles, between

measurements, applies primarily to within-test monitoring. The choice of interval is influenced by

instrumentation or measurement capability, expected rapidity of trend deterioration, and type of trend data

processing or trend projection technique to be employed.
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$ _ _ 5.1.3 The Trend Parameter Range, whlch describes the maximum total range that Is of

interest t:,) the designer. It shall provide for a margin of measurement beyond the specification or actioni
limit range In order to asslst In failure analysis and limit re-evaluatlon activities.

5.1.4 The Trend Action Llmlt_, which establish the point at which action shall be

taken to terminate the test or to Inltlate other appropriate measures. During prellmlnary design, trend

action limits may be tentatlvely established by engineering estimate or systems analysis subject to later

: validation or revision by analysis or test. Upon validation, trend action limits shall be incorporated

in the reliability requirements sectlon of the specification. Nhere the llmlts change during the duration

of the tests, a tlme/llmlt envelope shall be specified or provision made to sample only at a specific time

during an operatlonal phase or when some related parameter reaches a specific reference level.

5.1.5 The Test Duration which Is the planned duration of the test or test series In

tlme or cycles.

5,1.6 The Estimated Heasurement Accuracy Toleranc,_ which Is the band about a glven

reduced data point which has an estimated 99.73Z probablllty of containing the true value. This tolerance

band should reflect an estimate of both the bias and imprecision.

5.1.7 The Trend Projection Technique, which is the method used to establlsh the current

trend of the monitored parameter and extrapolate this trend into the future. (Sis could take the form of

fitting a straight llne or polynomial curve to the first group of points, establishing a measurement accurst

tolerance band about this projected trend, and recalculating the projected trend whenever a specified number

of points in succession fall outside of the tolerance hand.)

5.1.8 The Honttoring, Plotting1 Projection and Limit Violation Narning system, which

describes the comblnatlcn of hardware, software, and personnel used to accomplish the trend characteristic

monitoring activities. (For tests where failure due to exceeding the trend limit could be hazardous-or

costly, an extensive system involving real tlme data reduction, display of points and calculated trend

projection on a cathode ray tube, plus visual and audible warning of llmlt violation might be required. A

less costly system might substitute osclllographs for cathode ray tube display, but stlll have real time

calculatlon of trend projection and warning of limit violatlon. Where exceeding the trend action IXmit

has less serious consequences, or where comparisons are only made from test-to-test, other manual plotting

and trend projection techniques may be adequate. Where greater accuracy Is required, and rapidity of trend

evaluation is not critical, a system of computer plotting and trend projection based on reduced and

verified data may be the best choice. Limitations of data storage capacity, such as In the engine flight

system, may require data compression techniques to reduce stored data to the minimum needed to accomplish

the essential trend characteristic monitoring objectives).

$.2 Instructions for forwarding data for storage or further analysis processing and sum_ation

shall be included when specifying trend monitoring requirements. !

!

5.3 Proposed trend characteristic monitoring requirements shall be reviewed by affected dis-

ciplines such as test operations, controls and instrumentation, engine design, and computer se_,tces. The

(_ impact on test facilities, equipment, personnel and operations shall be evaluated and appropriate action

Initiated. ,, [
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5.4 The requirement to monitor approved trend characteristics shall be incorporated in ap-

; propriate specifications, and the implementing details shall be reflected In test and inspection planning :

documents, Those requirements affecting test facilities equipment shall be incorporated in planning data

for facillties an_ _p_cial test equipment, Design for both ground and fllght Instrumentatlon and con-

fro1 subsystems will incorporate necessary features to accomplish the required trend data monitoring

:. activities.

5.5 b summary of planned trend data monitoring activities shall be presented at demonstration

PDR. Supplementing details shall be reported at subsequent program milestones.

5.6 The monitoring system shall be implemented during development prequalificatlon and qua11-

• flcatlon testing of components, subsystems, and engines. In addition to on-slt¢ monitoring, a central-

Ized data collectlon, monitoring and summary analysis system shall be operatod by the Reliability Data

Center as described in RIOI-NRP-508. Results shall be continuously reviewed to determine the need for ex-

pansion or reduction of trend data monitoring and to determine the flight monitoring system require-

cents.

6.0 APPLICABILITY

6.1 Trend data monitoring requirements shall be established for each approved trend character-

istic. Different monitoring system requirements may be specified for different test types, condltions,

or locations.

7.0 RESPONSIBILITY

7.1 Reliability shall have overall responsibility for the trend data program and

: will initiate the establishment of trend characteristic monitoring requirements for each approved trend

characteristic. Honitoring system detailed requirements for components, engine ground tests, and flight

operations will be developed in collaboration with Component Design Engineering, Engine Systems Design,

and Controls and Instrumentation. Reliability will be further responsible for:

7.1.1 Securing approval of the proposed monitoring techniques from the affected test

organization. _-

7.1.2 Preparing a sunnary of the approved monitoring system for presentation at demon-

stration PDR.

: 7.1.3 Collecting, analyzing and summarizing trend data as part of the'Reliability Data

Center operation.

7.2 Component Design Engineering shall be responsible for:

7.2.1 Initiate development and monitoring system detailed requirements in conjunction

. with reliability.

i IL JJ i i J m . i
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7.2.2 Incorporating trend characteristic monltorln 8 requirements Into appropriate

specifications, drawings, and test requirement documents, i

I '

7.2.3 Reviewing and analyzlng results of trend data monitoring.
I

7.3 En_IneSystem Desl_n Shall be Responsible For:

7.3.1 Reviewing proposed trend monitoring requirements for engine ground test and

flight operatlous in terms of instrumentation and controls capability and related requirements of malfunction

detection, fault isolation, and operetln8 controls.

7.3.2 Coordinating the preparation and updatlng of measurement requirement lists for

ground tests and the flight engine to identify measurements required in the monitoring of trend data

characteristics.

7.4 Test .Operations Shall be Responsible For:

7.4.1 Reviewing proposed trend characteristic monitoring requirements for feaslbillty

In terms of test facilltles, equipment, personnel and operating procedures, t

7.4.2 Incorporating approved trend characteristic monitoring requirements Into plannlng

data for facilities and special test equipment.

7.4.3 Incorporating trend characteristic monitoring requirements into detailed test

planning for components, subsystems, and engines.

7.4.4 Operating the trend characteristic monitoring system during tests, taking

appropriate action when limit violation is predicted, and forwarding data to the Reliability Data Center

for analysis and summarization upon test completion.
|

7.5 Computing Services Shall be Responsible For:

7.5.1 Reviewing proposed monitoring system requirements for component, subsystem

and engine testa in terms of computer processing capability. :

7.5.2 Coordinating development of the trend monitortn£ hardware and software system

with Test Operations and Controls and Instrumentation.

7.6 Controls and Instrumentation .qhallbe Responsible For:

t",

7.6.1 Revlewlng proposed engine monltorln 8 system requirements for feasibility In ,_:

terms of instrumentation and control subsystem capability, il

7.6.2 Incorporating the necessary features in the instrumentation and control system

design to accomplish the detection, processing, and analyslq of trend data in real tlme during flight

operations. [
I ,
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,_ 7.6,3 Integrating trend characteristic monitoring requirements with the related

instrt_mentatlon, analysls, and dlsplay requirements for malfunctlon warolng, fault Isolatlon, and con-

tinuous mission success probability evaluation.

i 7.6.4 Coordinating the design, development and procurement of ground test trend
monitoring software and hardware with Test Operations, Computing Services, and Reliability.

7.7 _uallty Assurance Shall be Responslble For:

7.7.1 Assuring that trend characteristic monltorJng requirements for fabrication in-

spection or tests are incorporated In appropriate manufacturing/Insprcti:n planning. In addition, assuring

that detalled test plannlng documents slmilarly incorporate sp:clfled trend characterlstlc monitoring

requirements.

7.7.2 Assuring that trend data Information is _roperly recorded, analyzed and forwarded

as specified.

_ 7.7.3 Assuring that instances of actual or predicted trend action llmit vtolatlon

during a test are recorded as a departure from a requ!rement and reported to Engineering or _terial Review

Boards for discrepancy/fatll,_e classification.;

i
;

j!
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NERVA PROGRAM NUMBER: R101-N_P-5OS REVISION

RELIABILITY PROCEDURE EFFECTIVEDATE:
;_ 21 August 1970
4 CATEGORYnI
. SUPERSEDES:

NUMBF'.
' DATE:

, . ANALYSIS AND VERIFICATION OF TREND CHARACTERISTICS APPROVED__BY,
: ..,t,.',----_L/ /

1.0 PURPOSE

I.I The purpose of this procedure is to describe the process to be f_llowed in summarizln_ and

analyzing wearout and trend data deterioration. The activities covered in thls procedure are those oc-_urr£.tg
L
_ subsequent to those involving the initial identification of trend characteristics (desc d in R101-NRP-506)

and those involved in developing and operating the s/stems for monitoring those parameters in a specific test

(described in RI01-NRP-50?). The primary effort covered involves the combining of data from several component

: or engine tests Into a summary form. The use of such summaries to verify the continued need for monitoring the

trend characteristics, as well as the choice of trend action limits, trend project techniques, etc., is

descrlbed.

2.0 APPLICABLE DOCVHENTS

2.1 Data Item RIO1, NERVA Rellablllty Program Plan

2.2 RI01-NRP-506, IdentlIicatlon and Control of Trend Characteristics

2.3 RIOI-NRP-507, Deve]_pment and Implementation of the Trend Characteristic Monltozing Systems

3.0 POLICY

3,1 As part of the reliability program, data collected during trend characteristic monitoring

activities In fabrication, acceptance, development, prequalificatlon and qualification tests w£11 be

continuously summarized and analyzed to accomplish the following objectives:

3.1.1 Identify components that should be redesigned to reduce the rate of wear and
t

deterioration and improve system reliability.

3.1.2 Verify the need to continue the monitoring of deteriorating trend characteristics

that cannot be corrected by redesign.

: 3.1.3 Identify components for which corrective maintenance Is likely to be required during
v

. normal service llfe to achieve required system reliability.

• _ 3.1.4 Identlfy trend characteristics that can be deleted from monitoring due to demonstrated

stablllty for periods in excess of service llfe requirements.

i , , ,
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3.1.5 Verify tile adequacy of parameters and techniques used In gro,,,_d test and flight

operation trend _on/toring such as sampling frequency, plotting format, action llmlts.

3.1.6 Verify the adequacy and reliabillty of measurement instrumentation used to

monitor tren_ characteristics.

3.1. Y Provide estimates of frequency of occurrence of component failures resulting iLom

wear and deterio,_Lion.

4.0 DEFINITIONS

4.1 .-:eal time trend characteristic monitoring is the acquisition, plotting, projection, and

analysis of trend characteristic data at a rate and in a manner adeqt_te tc provide advanced warning of

premature wear or deterioration of a component.

5.0 PROCEDURE

5.1 A centralized trend data collection and analysis system shall be established to which all

trend data observed in component and engine testingwill Je channeled. Provision shall be made for storage

and retrieval by component or subsystem specification n_mber, trend characteristic nun_cr, type and locatio_

of test, an_ component serial identity.

5.2 As additional test information is accumulated, and at appropriate periodic intervals,

composite plots of trend characteristic parameters shall be prepared combining trend data for the same

characteristic for different serial numbered components and/or engines. Provision shall be made for

separating the data of component tests from engine tests as well as distinguishing between significant

configuration changes.

$.3 Smmarized trend data shall he subjected to appropriate statlsti_al analysis to determine

one of the following:

5.3.1 That no siguificant trend exists that will result in a_trend limit being exceeded

prtoz t o the end of required service life. Depending on the number of components and/or engines tested,

a recommendation may be made to discontinue monitoring of such trend characteristics.

i

5.3.2 That sufficient trend Indications exist to warrant continued monitoring; however,

component redesign to meet service life requirements is not warranted.

5.3.3 That there Is an unacceptably high probability of a trend action limit being

exceeded prior to the end of required service llfe and that either the component _st be redesigned cr

provision must be made for continued real time monitoring and corrective maintenance.

' 5.4 Suni_arized trend data shall also be used to verify the adequacy of various f-atures of the
_' real time trend characteristic monitoring performed In direct support of component, subsystem and engine

tests and during flight operations. This includes verlflcatlon of adequacy of:

PAGE2 OF 4 I'
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5.4.1 frequency of samplh_g

5.4.2 trend projection technique

• 5.4.3 estl_,Ites of measurement accuracy tolerance

5.5 _ere real-time trend characteristic monitoring is required, as in engine grotmd tests and

(light operations, su--_rized trend data amslysis shall be used to evaluate the relationship between the

rates of trend deterioration and tlle protection afforded by the trend action limlts. Some eases of rapid

deterioration may warrant the modification of trend action limit _agnitudes or shifting to faster sampling

: rates to provide more advanced _aruing time.

5.6 Summarized trend characteristic data shall also be useo to evaluate the adequacy of the I

Imeasurement instrumentation used to acquire the data, as well as the computational _eclmiques used in its

analysis and display. The accuracy in predicting time to action limit violation for use in flight mission

success calcuiation shall also be evaluated.

5.7 Results _ilI be summarized periodically in reports assembled at s£guiflcant program

milestones. Requirev_nts for trend characteristic monitoring during flight oper_.tlons will be continuously

reviewed in terms of related requirement of _Ifunctiov detection and fault isolation.

6.0 APPLICABILITY

This procedure Is applicable to all approved trend characteristics identified per RIO1-NRP-S06.

7.0 RESPONSIBILITY

7.1 Reliability shall be responsible for:

7.1.I Collecting, analyzing, a_d suanearlzlng trend characteristic data as pact of the

operation of the Reliability Data Center.

7.1.2 Preparing reco_endations for:

7.1.2.1 Terminating the monitoring of a trend characteristic

7.1.2.2 Continuing monitoring of a trend characteristic

7.1.2.3 Redesigning a component to e]Imlnate trend characteristics evidencing
premature wearout

7.1.2.4 Development of requirements for ln-Elight trend _onitortng_ fault
, isolation, and probability of missiou success calculation

- _ 7.1,2.5 Improvlr,_ trend monitoring instrumentation and analytical techniques

PAGE 3 OF 4
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7.1.3 Calculating frequency of occurrence of component failure due to wear and

deterioration in normal service llfe.

7.1.4 Determlnln8 time or cycles to onset of wearout or deterioration.

i
7.1.5 Preparing su_ry inputs for periodic reports and final recoa_endatlon for the

_light trend monltoring system at CDR.

7.2 Couponent Deslgn Engineering shall be responsible for:

7.2.1 Analyzing trend characteristic summary data.

7.2.2 Reviewing, approving and acting upon reco_ndations for terminating trend

characteristic monltorlng, continuing trend characteristic _on_torlng, and redesigning to eliminate

prematurely tre_ding characteristics.

7.3 Controls and Instrumentation shall be responsible for:

7.3.1 Implementlng required changes in trend characteristic monitoring instrumentation

and trend data processing equlpment in the engine Instru=entation and Control System. Observed results

relatlv¢ to rate of trend deterioration shall be used in evaluation of nalf_mctinn detection system

requirements.

7.4 Computer Services shall be responsible for:

7.4.1 Developing the compater system for storing, collating, retrieving and su3_ariztug

trerd data in support _f the Reliability Data Center.

7.5 Engine Design shall:

7.$.1 Review trend data results and requirements in terms of rela_ed requSre_ents of

malfunction detection and fault isolation.

7.5.2 Incorporate stmuuary results of trends data analysis in determining logistics

requirements for corrective _aintenance.

h
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